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The Influences of Property 
Variations on Natural Confection 
from Vertical Surfaces 
The objective of this paper is to show the influences of property variations in natural con
vection. Heat transfer from a vertical isothermal, heated surface to gaseous nitrogen is 
experimentally investigated. The ambient temperature, T„, is varied in order to cover 
a large range of the Rayleigh number and also to enable the generation of large values of 
this parameter. The range 80 K < T„ < 320 K results in Rayleigh numbers between 101 

and 2 X 1010 for the 0.28 m model. By using a cryogenic environment, large ratios of the 
absolute temperature of the wall to the ambient temperature, Tw/T„, are generated with
out the results being masked by radiative heat transfer. The range 1 < TWIT„ < 2.6 is in
vestigated. Variable properties cause dramatic increases in heat transfer rates in the tur
bulent regime, and virtually no influence is seen in the laminar regime. The results ob
tained correlate extremely well with the addition of a single parameter Tw/T„. 

Introduction 
Free-convective flow results from the presence of a buoyancy force. 

The buoyancy arises from density differences which, in the absence 
of mass transfer, are a consequence of temperature gradients in the 
fluid. A common practice in the many experimental and analytical 
studies during the past decades is to neglect all property variations 
other than the essential density difference just noted. This greatly 
simplifies analytical and experimental studies since the number of 
variables which must be considered is vastly reduced. 

This approach, which will be referred to as the constant property 
case or the constant property assumption, is valid as long as the ratio 
of the absolute temperature of the wall to the absolute ambient 
temperature, TWIT^, is near unity. Many applications exist, however, 
where Tw/T„ is appreciably different than unity. For example, in the 
determination of the convective heat loss from solar receivers, the 
regime of interest is 1 < TwjT„ < 4. Likewise, experimentalists often 
use ratios of Tw/T„ which are noticeably different than unity. The 
reference temperature can strongly influence the values of the gov
erning dimensionless parameters and the agreement which is obtained 
with other investigators. 

If the influence of variable properties is not important, liquids can 
be substituted for gases in natural convection studies as is sometimes 
done in order to generate larger Rayleigh numbers. However, the 
properties of liquids behave quite differently with temperature 
changes. For example, the thermal conductivity and viscosity of air 
at moderate temperatures are proportional to the absolute temper
ature to the 0.8 power. The thermal conductivity of most liquids, on 
the other hand, is relatively independent of temperature, and the 
viscosity decreases markedly with increasing temperature. Thus, such 
substitutions are clearly valid only if the influences of variable 
properties are known to be small. For the same reason, utilization of 
the analogy between heat and mass transfer also has its limitations. 
Natural convection heat transfer in gases is of interest in this 
study. 

Although few systematic studies of the influences of variable 
properties have been made, some investigators have attempted to 
account for such influences by one of two commonly used schemes:, 
the reference temperature method and the property ratio method. 
A temperature is chosen in the reference temperature method at 
which the properties are evaluated such that empirically or analyti
cally derived constant-property results approximate the variable 
property behavior. In the property ratio method, all properties are 

Contributed by the Heat Transfer Division and presented in a symposium 
volume of the Winter Annual Meeting, November 15-20, 1981, Washington, 
D. C, of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript 
received by the Heat Transfer Division February 16,1981. 

typically evaluated at the free-stream temperature or the film tem
perature, Tf = (Tw + T„)/2. Variable property influences are then 
accounted for with multiplication by a function of the ratio of some 
pertinent property evaluated at the surface temperature to that 
property evaluated at the free-stream or film temperature. 

Some early studies indicate that variable property influences can 
be adequately accounted for using the reference temperature method 
with the reference temperature, Tr, simply set equal to the film 
temperature, Tf = (Tw + T„)/2. Data reviewed by Morgan [1] for 
natural convection from horizontal cylinders showed no systematic 
effect of TJT„ on Nty for 104 < Ra/ < 108 for the range 1.02 < TJTa 

< 5.78. Data for vertical plates are not available, but the analytical 
study by Sparrow and Gregg [2] for laminar free convection on an 
isothermal vertical flat plate showed little or no effect. Specifically, 
the constant-property problem is identical to that for a perfect gas 
having the property variations: pp. = constant and pk = constant. 
Results presented for a more realistic gas model showed an error of 
less than 2 percent if fi is based on T«, and all other properties are 
based on Tf for the range 0.3 < Tw/Ta < 4. These results need to be 
experimentally verified. 

On the other hand, a recent numerical solution by Siebers [3] of 
turbulent, two-dimensional, natural convection heat transfer for a 
high temperature, vertical surface showed a strong influence due to 
variable properties. He investigated the natural convection heat 
transfer from an external solar receiver—the same problem being 
experimentally studied by the authors. Siebers concluded that "the 
model, which is based on realistic physical assumptions, estimates 
heat transfer rates 50 to 100 percent higher1 for temperature and 
Grashof numbers in the range of interest to receivers." Again no ex
perimental evidence is available to support this conclusion. 

One of the problems associated with studying the influence of 
variable properties experimentally is the difficulty of accurately 
measuring the convective heat exchange. An investigation of the 
turbulent regime necessitates the use of large characteristic lengths, 
and large values of the ratio TWIT«, usually result in radiative heat 
transfer rates which mask the convective heat flow. Clausing [4] 
showed the advantage of using a cryogenic environment in the ex
perimental study of natural, forced, and combined convective heat 
transfer. The advantage of this environment for an investigation of 
the influences of variable properties was also indicated. 

The objective of this investigation is to show the influences of 
variable properties in natural convection. Laminar, transitional and 
turbulent flow regimes are considered. A single cylindrical model with 

l Higher than estimates obtained with the same numerical model with Tw/T» 
near unity. 
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an aspect ratio of two, a model of the Barstow solar receiver, is used 
in order to enable the simultaneous investigations of the combined 
and forced convection regimes. This paper is limited to pure natural 
convection from a vertical surface. 

Description of Experimental Apparatus and 
Procedure 

The Cryogenic Heat Transfer Facility (CHTF) constructed at the 
University of Illinois at Urbana-Champaign is being used in this in
vestigation. It has an 0.6 m wide by 1.2 m high test section and is ca
pable of operation at any ambient temperature in the range 80 K < 
T« < 350 K. The facility was constructed for the study of forced and 
combined convection as well as pure natural convection. It is a recir
culating, liquid-nitrogen cooled design which uses gaseous nitrogen 
as the working fluid. An 11.5 kW d-c motor drives two 0.5 m dia cast 
aluminum fans to provide test section velocities from 0 to 8 m/s. A 0.4 
m thick wall of closed-cell polyurethane foam is sandwiched around 
a vapor barrier to reduce heat gain and air infiltration. The tunnel 
ambient temperature is reduced by the vaporization of liquid nitrogen 
in wall mounted heat exchanger panels. A more detailed description 
of the facility including velocity and turbulence intensity distributions 
in the test section is given in reference [5]. Drag coefficient, base 
pressure coefficient, and heat transfer data for forced convection over 
a full span cylinder are also provided in reference [5]. 

In natural convection tests, the flow of liquid nitrogen is stopped, 
and the liquid nitrogen is purged from the heat exchanger panels. The 
gaseous nitrogen in the tunnel is circulated until all of the tunnel 
hardware reaches thermal equilibrium. The variation of the ambient 
temperature and the thermal stratification in the test section, which 
occur during any given natural convection test, are both reduced to 
negligible quantities in this manner. A natural convection test is not 
begun until at least four minutes after the fans are shut off in order 
to insure a quiescent environment. 

A truncated cylinder with a diameter, D, of 0.14 m and a length, L, 
of 0.28 m is being used. The 6.60 mm thick, aluminum walls of the 
model serve as a transient calorimeter. Hence, the average heat 
transfer coefficient is determined from 

•Thermocouples 

Stainless Sleel 
Stiffener 

-mcp/A (dTJdt) - w(Tw* - T^) 
(1) 

where m is the mass of the aluminum cylinder; cp is its specific heat; 
A (=itDL) is the heat transfer area; e is the emittance which for the 
polished aluminum cylinder is assumed to be 0.11; and <J is the Ste-
fan-Boltzmann constant. The heat transfer surface is assumed to be 
gray, and the surroundings are assumed to be isothermal and black. 
The model is heated to a desired temperature level while located in 
an insulating shroud. The average heat transfer coefficient is deter
mined from the rate at which the model cools, dTw/dt. Equation (1) 
is valid since the gradients within the model are negligible (note: the 
Biot modulus is less than 10-3), and the thermal capacitance of the 
components which are in thermal contact with the model are negli
gible. 

The design of the model is depicted in Fig. 1. The model is heated 
with 6.4 mm wide ribbons of nichrome foil which are mounted on a 
3.2 mm thick, NTF foam cylinder that fits concentrically within the 
aluminum model. The NTF foam is a proprietary, low density, low 
conductivity, cryogenic insulation which was developed for the Na
tional Transonic Facility. The interior of this cylinder is filled with 
fiberglass insulation to eliminate convection inside the model. NTF 

Fiberglass 
Insulation" 

Fig. 1 Model assembly 

foam endcaps serve to locate the model on the stainless steel support 
rod and seal the interior of the model from the external flow. The 
endcaps have 45 deg beveled edges and are glued to the top and bot
tom of the aluminum cylinder which also has 45 deg beveled edges (see 
Fig. 1). The endcaps are externally reinforced with perforated, 0.39 
mm thick, stainless steel disks. The thermal capacitance of the ni
chrome heater and the NTF foam cylinder on which the nichrome 
ribbon is mounted is 1.3 percent of the thermal capacitance of the 
aluminum calorimeter. 

The temperature of the gas in the test section is measured with a 
grid of eight 30-gauge copper-constantan special accuracy thermo
couples. Wire from the same spool was used for the 12 thermocouples 
strategically located in the model which are used to determine dTwldt 
and to detect axial and circumferential temperature gradients. These 
thermocouples are inserted into 1.2 mm dia by 3.2 mm deep holes 
which are radially drilled from the inside of the cylinder. Lead foil is 
compacted around the thermocouples to hold them in place and insure 
good thermal contact with the model. A thermoelectric refrigerator 
system is used to establish O C reference junctions for all thermo
couples. 

All thermocouples outputs are scanned at 5 s intervals with a data 
logger, recorded on magnetic tape, and computer processed. The 
derivative, dTw/dt, is calculated numerically. The total error in h 
resulting from errors in (Tw - T„) and dTw/dt is estimated to be less 
than 3 percent. A typical test lasts 500 s during which time the change 
in Tw is several degrees Kelvin. Hence, each test run results in es-

.Nomenclaturc 
A = heat transfer area, m2 

cp = specific heat, kJ/kg-K 
g = gravitational constant, m/s2 

h = convective heat transfer coefficient, 
W/m2-K 

k = thermal conductivity, W/m-K 
L = characteristic vertical length, m 
m = mass of model, kg 
T = temperature, K 

t = time, s 
/3 = coefficient of thermal expansion, 1/K 
A T = T U J - T o o , K 
e = emissivity 
ft = dynamic viscosity, kg/m-s 
p = density, kg/m3 

a = Stefan-Boltzmann constant, W/m2-K4 

Gr = Grashoff number, p2g/3ATLs/^ 
Nu = Nusselt number, hL/k 

Pr = Prandtl number, ficp/k 
Ra = Rayleigh number, GrPr 

Subscripts 
/ = properties based on film temperature, T/ 

= \{Ta + T.) 
r = reference value 
w = wall 
°° = ambient fluid 
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sentially a single data point. Additional details on the experimental 
apparatus, the procedure, and the accuracy of the results are provided 
in reference [6]. 

Simi l i tude Cons idera t ions 
Although a cylindrical geometry is being used, the effect of the 

transverse curvature is negligible for the conditions of this investi
gation (see references and results provided in [6]). Thus, a single 
characteristic length L, the height of the cylinder, is of importance. 
The set of dimensionless groups which influence the natural con
vection heat transfer is deduced by an examination of the governing 
equations. The simplifying assumptions are: (i) a laminar flow of a 
Newtonian fluid, (ii) a perfect gas, (Hi) negligible viscous dissipation 
and work done by compression, (iv) the dependent variables cp/cpr, 
filUr, and k/kr are general functions of the dimensionless temperature, 
T/Tr, (v) an isothermal surface at Tw, and (vi) an isothermal ambient 
at Too which is quiescent. The Boussinesq approximation is not 
used. 

The dimensional analysis with these assumptions shows that the 
average Nusselt number is dependent on 

Nuf=f(Gif,Ptf,TJT„) (2) 

where Gr and Pr are the Grashof and Prandtl numbers, respectively. 
Thus, variable properties result in the addition of a single additional 
dimensionless group, Tw/T„. 

The Prandtl number in this investigation is essentially a constant, 
0.7, and its influence is not resolved. Experience has shown that for 
Tw/T„ near unity, the form of equation (2) is valid for both laminar 
and turbulent flow, and Gr and Pr can be replaced by a single variable, 
the Rayleigh number, Ra = GrPr. The specific form of the correlation 
used in this investigation is 

Nuf = g(Raf)f(TJT„) (3) 

Furthermore, the function g(Ra) is defined to be the constant prop
erty correlation; i.e., /(2) is unity. Dimensional analysis does not enable 
one to reduce equation (2) to equation (3). Equation (3) is experi
mentally verified. 

The proposed method of accounting for variable properties, 
equation (3), is seen to be different than both commonly used pro
cedures, the reference temperature method and the property ratio 
method. It is similar to the property ratio method. Yet, the stringent 
constraint of having to account for variable property influences with 
a function of a single property ratio is alleviated. 

Results 
Results from experiments with Tw/T„ < 1.15 and ambient tem

peratures from 300 to 80 K are shown in Fig. 2. The parameter, T„, 
is given for each data point. It is seen that a range of approximately 
three orders of magnitude in the Rayleigh number is covered by 
changing T«,—a big advantage of the cryogenic facility. The laminar 

data, Ra/ < 3.8 X 108, all lie within 2 percent of the Schmidt and 
Beckmann correlation [7], Nu/ = 0.52 Ra/1/4. In the turbulent regime, 
Ra/ > 1.6 X 109, the data agree best with the Bayley correlation [8], 
Nu/ = 0.10 Ra/1/3. The maximum deviation from this correlation is 
less than 8 percent. 

All of the data from this investigation are given in Fig. 3. This figure 
is identical to Fig. 2 except the data are not limited to Tw/Ta < 1.15 
but cover the range 1 < Tw/T„ < 2.6. In the laminar regime, no in
fluence of the parameter Tw/T„ is seen; all data still lie within 3 
percent of the Schmidt and Beckmann correlation. On the other hand, 
large deviations from the Bayley correlation are now present in the 
turbulent regime which are even more evident in the enlarged view 
of this regime provided in Fig. 4. The parameter, TWIT„, which is 
provided for the one set of data in Fig. 4, reveals the dependence of 
the deviation on Tw/T^: 

Consider next the application of the variable property correlation, 
equation (3). If the correlation for the constant property Nusselt 
number, g(Ra/), is assumed to be the Bayley correlation, then the 
function f(TJT„) follows from equation (3) as Nu//(0.10 Ra1/3). The 
experimental measurements oif(Tw/T„) are given in Fig. 5. A second 
degree, least squares fit of all data with 1.3 < TJT„ < 2.6 gives the 
function f(Tw/T«.)—the solid line provided in Fig. 5. 

f(TJT„) = -0.303 + l.e04(TJT„) - 0.3S0(TJT^ 

1.3 < TJT„ < 2.6 ( 4 ) 

The success of this correlation is clearly evident in Fig. 6 which is a 
plot of Nuf/f(Tw/T«,). The average deviation between the Bayley 
correlation g(Ra/) and the experimentally derived values of Nu// 
f(Tw/T„) is only 0.9 percent. The maximum deviation is 3 percent. 

The limiting case of Tw/T«, = 1, the constant property problem, 
can only be approached experimentally. Equation (4) is valid for the 
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Fig. 3 All data from investigation, 1 < Tw/T„ < 2.6 
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Fig. 2 Comparisons of experimental data with Schmidt/Beckmann and 
Bayley correlations, T„/To> < 1.15 
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Fig. 4 Turbulent free convection data, 1 < T„/T„ < 2.6 
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regime 1.3 < Tw/T„ < 2.6. The simpler correlation 

Nu, = g(Raf)(TJT„)°™ (5) 

can be used in place of equation (3) in the regime 1 < Tw/T„ < 2.1. 
It has the advantages of simplicity and applicability near Tw/T„ = 
1. The function (Tw/Tm)am lies within 3 percent of equation (4) over 
the range 1.1 < Tw/T„ < 2.1. Although the Bayiey correlation was 
assumed for the function g(Ra/), the data indicate a g(Ra.f) which is 
approximately ten percent smaller. 

The transition region was determined from the data to be 3.8 X 108 

< Ra/ < 1.6 X 109. Specifically, the influence of Tw/Ta was negligible 
for Ra/ < 3.8 X 108 and could be correlated with equation (4) if Ra/ 
> 1.6 X 109. In the transition region, the data lie between 4 and 9 
percent above the predictions of Schmidt and Beckmann (Ra/ < 109) 
and Bayiey (Ra/ > 109); see Fig. 6. 

The advantages of basing all properties in the dimensionless groups 
on the film temperature as was done in this investigation are: it is a 

2.0 

• 1 . 5 -

10, 

-

-
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Least Squares Fit 
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Fig. 5 Variable property data with correlation, / ( 7 J r„) 
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Fig. 6 Comparison of Bayiey correlation and experimental data after division 
by /( Tjr„) (See equation (3)) 

more universal datum; and the influence of Tw/T„ is negligible in the 
laminar regime. On the other hand, the dependency on TWIT„ would 
be reduced in the turbulent regime if T„ were used as the reference 
temperature. 

C o n c l u s i o n s 
The following conclusions are drawn from the results of this in

vestigation of natural convection of a gas over an isothermal vertical 
surface. 

1 The ambient temperature, To,, has no explicit, independent 
influence on the Nusselt number. On the other hand, the Rayleigh 
number is a strong function of T„ as was shown in [4] and is clearly 
evidenced by the results given in Fig. 2. 

2 The results in the laminar regime lie within three percent of the 
Schmidt and Beckmann correlation, Nu/ = 0.52 Ra/1/4, and the pa
rameter TWIT„ has no detectable influence in this regime provided 
all properties in the Nusselt and Rayleigh numbers are based on the 
film temperature. 

3 The Nusselt number in the turbulent regime is strongly affected 
by property variations. Correlations proposed in the literature such 
as the Bayiey correlation, Nu/ = 0.10 Raf1/3, are only acceptable if 
TWIT„ is near unity. For example, the Nusselt number at Tm/Ta = 
1.8 is 50 percent greater than the value predicted by the Bayiey cor
relation. 

4 In the turbulent regime, the influences of variable properties 
can be accounted for with a single additional parameter, Tw/T^. The 
form of equation (2), Nu/ = g(Ra/) f(Tw/TJ), is acceptable. If the 
Bayiey correlation is used for g(Ra/), a least squares fit of the data 
for the range 1.3 < Tw/Ta < 2.6 gives a correlation which lies within 
2.7 percent of all data. The average absolute deviation is only 0.9 
percent. 
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Reference Temperatures for 
Supercritical Laminar Free 
Confection on a Vertical Flat Plate 
A reference temperature method was developed by which heat transfer to fluids in the su
percritical region under variable property conditions in laminar free convection on a ver
tical flat plate can be readily evaluated. Based on this method three generalized plots for 
Refrigerant-114, water, and carbon dioxide were developed. The results obtained with the 
reference temperature scheme showed good agreement with the existing experimental 
data and theoretical results for these three variable property fluids. 

An excellent survey of heat transfer to near critical fluids is given 
by Hendricks, et al. [1], It has been common to use the reference 
temperature expression, given by 

Tre! = Tw - r (Tw - T„) (1) 

In development of the reference temperature method of this study, 
five different steps had to be accomplished: 

1 Calculation of heat transfer coefficients. With the use of the 
conservation equations and the numerical methods of [2] and [3] 
variable property Nusselt numbers were calculated for several 
cases. 

2 Development of a correlation for the calculated dimensionless 
heat transfer data, using results obtained from step 1. 

The following basic form was employed to correlate the heat 
transfer data for the variable property conditions: 

Nux,w = a(GrXiW)b (Pr„)° 
\TW - T„ 

(2) 

where the constants a, b, c, and d of equation (2) were obtained using 
a non-linear least squares code [4]. 

3 Development of a correlation for constant property results. The 
slope of the temperature profile at the wall, d'{0), used in these anal
yses was obtained from the solutions of the following constant prop
erty momentum and energy equations, and their boundary condi
tions: 

F'" + 3FF" - 2(F')2 + 

6" + 3PrF0' = 0 

F = 0<> 

F' = 0 F' = 6 
• 77 = 0 

0 = 1 0 = 0 

•0 (3) 

(4) 

(5) 

Iri equations (3) and (4), Prandtl number is the single parameter of 
these equations. However F is a stretched coordinate and this needs 
to be properly considered. For the pressures and temperatures in this 
study, Prandtl number covered a range from 0 to 40. For this range 
of Prandtl numbers the following correlation was obtained for d'(0) 
as a function of Prandtl number: 

H ' ( 0 ) k P . = oi + M P r ) c i (6) 

where a i = 0.10; 6i = 0.486; and ci = 0.331. 
These constants were obtained using the MARQ program [4]. 

Equation (6) with the constants given above predicts the slope of the 
temperature profile at the wall for the constant property cases within 
an average absolute error of 1.3 percent. 

Based on the equations presented in [2] and [3], the slope of the 

Contributed by the Heat Transfer Division for publication in The JOURNAL 
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temperature profile at wall, 6'(0), can be expressed in terms of the 
dimensionless groups Nusselt number and Grashof number as fol
lows: 

1-0' (0)]c.p. 
Nux 

(7) 
(Gr^ /4 ) ! / " 

4 Development of an optimization procedure to predict reference 
temperature. For this purpose equation (2) was represented as 

T„ U 
(Nu„„) r = a ( G r ^ ) i ' r ( P r ) c 

(8). 

where the properties in the Nusselt number, Grashof number, and 
Prandtl number were evaluated at a characteristic temperature T, 
which is a complicated function of wall, free stream, and transposed 
critical temperatures. The value of T was then optimized between the 
free stream and wall temperatures until the best agreement between 
the correlated values, (Nuj.u,)^ and [NUXIIV/(GTX,W/4)1/4]T, obtained 
from equation (8) at temperature T, and the calculated values of 
(Nux,w) and [-0' (0)c.p. = Nux,u,/(Grx,j4)V*] at fixed a, b, c, and d 
values were reached. This optimum temperature is the reference 
temperature for that case. In this comparison the calculated Nusselt 
numbers (Nui.u,) were obtained from the variable property analysis 
for the cases considered (i.e., step 1), and the values of 0' (0)c.p. were 
calculated from equation (6). 

5 Development of a general plot for reference temperature. The 
reference temperature for fluids in the supercritical region is a com
plicated function of wall, free stream, and transposed critical tem
peratures. Therefore, it was not possible to express this temperature 
with a single equation that would represent the fluids in the super
critical region under the physical conditions considered. 

The parameter r was plotted with the parameter (TM — T„)/(TW 

— Too) in Fig. 1. This plot was generated for Refrigerant 114 at a 
constant pressure of 3.7 X 103 kPa (540 psia), and ten different wall 
temperatures. TM is that temperature at which specific heat assumes 
its maximum value. With this type of presentation, the influence of 
wall temperature Tw has been eliminated since all the points for dif
ferent Tw values align quite well along a single curve. 

The next step was to generalize the single curve in Fig. 1 to cover 
a wide range of supercritical temperatures and pressures for several 
fluids. For this purpose Refrigerant-114, water, and carbon dioxide 
were chosen. The ranges of supercritical temperatures and pressures 
used to develop the reference temperature plots for the three fluids 
were: 

1 Refrigerant-114 (Pc = 3.3 X 103 kPa, Tc = 145.7 °C) 
(a) Pressure range, P = 3.4 X 103, 3.7 X 103, 4.1 X 103 kPa 

(500, 540, 600 psia) 
(b) Temperature range, T = 149 to 177°C (300 to 350°F) 

2 Water (Pc = 2.2 X 104 kPa, Tc = 374.13 °C) 
(a) Pressure range, P = 2.3 X 104, 2.5 X 104, 2.6 X 104 kPa 

(3400, 3600, 3800 psia) 
(b) Temperature range, T = 379 to 399°C (715 to 750°F) 
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3 Carbon Dioxide (Pc = 7.4 X 103 kPa, Tc = 31°C) 
(a) Pressure range, P = 8.3 X 103, 9.7 X 103, 1.1 X 10* kPa 

(1200, 1400, 1600 psia) 
(b) Temperature range, T = 32 to 60°C (90 to 140°F) 

The ranges chosen for the above fluids cover the experimental pres
sure and temperature ranges reported in the literature (see Ghajar 

[3]). 
The first step in the generalization of Fig. 1 was to obtain the di-

mensionless heat transfer coefficients. For each of the pressures as
sumed for the three fluids, ten different wall temperatures were 
chosen. These temperatures were selected to cover the range of tem
peratures given above. For each case the wall temperature was kept 
constant and the free stream temperature was varied to within one 
degree of the specified wall temperature. The dimensionless heat 
transfer coefficients were then calculated based on the equations, 
procedures, and computer programs introduced in [2] and [3]. The 
variable property heat transfer results for each fluid were then cor
related with the same type of correlation given by equation (2). The 
three sets of constants a,b,c, and d are tabulated in Table 1. 

R e f e r e n c e T e m p e r a t u r e R e s u l t s 
The results for R-114, water, and carbon dioxide are presented in 

Figs. 2-4. Before discussing the results of these figures, it would be 
important to first consider the single curve in Fig. 1 (i.e., Refriger-
ant-114 at a constant pressure of 3.7 X 103 kPa). There are several 
interesting points to be noted. The curve behaves very nicely and 
smoothly up to certain values of (TM - T„)/(TW - T„) and then 
there is a sudden abrupt change in the direction and behavior. This 
abrupt change in the direction of the curve appears to be primarily 
due to the large influence of closeness of Tw or T„ to TM, the tem
perature at which specific heat assumes its maximum. This change 
occurs for the values of (TM — TJiKTu, — T«.) in the range of —0.25 
to 2.00. These values occur where the wall temperature Tw or the free 

stream temperature T„ are within about 2.8°C (5°F) of TM on both 
sides of the specific heat peak. 

For the cases where both Tw and T*. are away from the TM (on the 
right side of the specific heat maximum) the direct and strong influ
ence of TM on the reference temperature vanishes and the variation 
of r can be represented by a simple curve. In Fig. 1, this simple curve 
covers the values of (TM - T„)/(TW - To,) in the range of -43.0 to 
2.0. 

The variation of r for Refrigerant-114, water, and carbon dioxide 
at different supercritical pressures and over a range of temperatures 
show results similar to the ones presented in Fig. 1. Therefore, the 
observations and conclusions made about Fig. 1, for a specific fluid 
at a single pressure, can be employed for Figs. 2-4, for several fluids 
at several different pressures and temperatures. 

Figures 2-4 indicate that it is possible to obtain a single curve for 
different pressures up to where the influence of closeness to TM is not 
significant, that is, when the wall and free stream temperatures were 
more than about 2.8°C (5°F) to the right of the specific heat peak. For 

REFRIGERANT-114. 
P=3 .7x 

a TW 

» Tw 
H Tw 
V Tw 
A Tw 
O Tw 
V T* 
A Tw 
D Tw 
O Tw 

10 kPa(540PSIA) 
I52."CI305DF) 
l54oCi3l0oF) 
I57"C(3I50F) 
I60°C(320°F) 
I630C(325°F) 
I66°C(330DF) 
I680C(335°F) 
171oC<340°F} 
I74°C{345"FJ 
I77,C(350"F) 

-340 -7.0 

Fig. 1 

-25.0 

( V U / c o 

variation of r at various temperatures and a single pressure 

-16.0 

Fluid 

Table 1 Constants for heat transfer correlation 

Constants Percent 
a b c d Deviation 

Range of Application 
T/Tc P/PC 

Refrigerant-114 

Water 

Carbon Dioxide 

0.3999 

0.3153 

0.3265 

0.25 

0.25 

0.25 

0.3085 

0.3921 

0.4054 

0.004972 

-0.02230 

-0.02750 

1.5 

2.5 

2.4 

1.0076 
to 

1.0740 
1.0080 

to 
1.0380 
1.0038 

to 
1.0950 

1.0638 
to 

1.2766 
1.0598 

to 
1.1845 
1.1194 

to 
1.4925 

. N o m e n c l a t u r e -
a,b,c,d = constants used in equations (2) and 

(8) 
oi,6i,ci = constants used in equation (6) 
cp = specific heat at constant pressure 

1/4 g IP-
4„2 I 

C = constant, C = 

F(ri) = similarity variable, 

Gr = Grashof number, 

gL3 tp«, - pu 

- Pi 

G r = 2 , 
Vi \ Pu 

g = acceleration due to gravity 
h = heat transfer coefficient 
k = thermal conductivity 
L = overall length of plate 
Nu = Nusselt number, Nu = hL/k 
p = pressure 
Pr = Prandtl number 

q" = heat flux 
r = parameter in the reference temperature 

equation 
T = temperature 
TTef = reference temperature 
TM - pseudocritical or transposed critical 

temperature 
u = velocity component along the plate 
v = velocity component perpendicular to the 

plate 
x = coordinate along the plate 
y = coordinate perpendicular to the plate 

= similarity coordinate, r\ = C„,x" V - 1 / 4 

Cy' JL dy 
'0 Pu 

H = absolute viscosity 
v = kinematic viscosity, v = fi/p 
p = density 

\p = stream function u = Pw I HA 
p Uyj 

and 

Pw IW 
P \dxj 

d(i]) = dimensionless temperature, 

r-r„ 
0(v)> 

Subscripts 

c = refers to critical property 
cp. = refers to constant property solution 
ref = evaluated at the reference tempera

ture 
T = evaluated at a characteristic tempera

ture 
v.p. = refers to variable property solution 
w = evaluated at the wall temperature 
x = evaluated at a particular point along a 

surface, a local parameter as opposed to a 
mean parameter 

=° = evaluated at the free stream tempera
ture 
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the cases where Tw or T„ are in the vicinity of TM, a single curve was 
not obtainable. This was primarily due to the fact that for each 
pressure the specific heat assumes a different maximum value, since 
in these cases being close to TM has a direct and signficant influence 
on the prediction of the reference temperature. 

However, it is interesting to note that for the cases where Tw and 
T„ were close to TM, the curves for all three pressures for each fluid 
branched off from the same line. The amount of departure of these 
curves from the single curve increases as the pressure is increased, 
since in this range the higher the pressure the further is the maximum 
peak of specific heat removed from the critical point. For the cases 
where the free stream temperature was on the left of the specific heat 
peak, where (TM — TJ)I(TW — T„) was positive, as soon as the in
fluence of closeness to specific heat maximum was diminished, the 
curves behaved smoothly again. This phenomenon can best be ob
served by considering those curves presented obtained for the highest 
pressure utilized. 

The solid lines drawn through the data points present the best fit 
obtained for the data generated for the fluids under study. Plots 
similar to the one given in Fig. 1 were generated for the three fluids 
at every one of the pressures considered. Then, the best fit through 
the data points in these plots was demonstrated by a solid curve which 
expresses the variation of r in Figs. 2-4. 

Heat Transfer Results 
The validity and universality of this method was accomplished by 

comparing the results calculated with the predicted reference tem
peratures with the experimental and theoretical variable property 
results of Fritsch and Grosh [5] for water, Nishikawa, et al. [6] for 
carbon dioxide, and Parker and Mullin [7] for Refrigerant-114. In 
addition, some of the variable property heat transfer results obtained 
with the use of the equations, procedures, and computer programs 
introduced in [2] and [3] were compared with the constant property 
heat transfer results obtained with the predicted reference temper
atures. 

In order to calculate the constant property results, for the free 
convective problems considered, the dimensionless reference tem-

0.4 

0.2 

REFRIGERANT-114 

A P 
TM 

® P 
TM 

B P 
TH 

PC = 

V 

3.4xl03kPa<5O0PSIA) 
I48.4"C (299. I2°F) 

- 3 .7x l0 3 kPa(540PSIA) 
= l52.2eCC306O2"F) 

4.1 x l03kPa(6OOPSIA) 
I 5 7 9 * C ( 3 I 6 . 2 2 * F ) 

3 .3x l0 3 kPa(473PSIA) 

145-7-C (294.28-F) 

-32.0 -21.0 

(V "U/(T„ 
-10.0 

-Too) 

Fig. 2 Variation of r at various temperatures and pressures 
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-
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Fig. 3 Variation of r at various temperatures and pressures 

peratures were obtained from Figs. 2-4 for different values of (TM — 
T„)I(TW - T„) for the fluids of interest. The reference temperatures 
were then calculated. These reference temperatures were used to 
evaluate the value of Prandtl number in the constant property 
equations. The following constant property equations for momentum 
and energy were used: 

- 3FF" + 2(F')2 

d" = -3PTte{Fd' 

(9) 

(10) 

where Prref is Prandtl number evaluated at a reference temperature. 
The boundary conditions for equations (9) and (10) are identical to 
those given by equation (5). 

Equations (9) and (10) were solved using a Lentini-Pereyra Pro
gram [8] (see also [2,3]). The slope of the dimensionless temperature 
profile at the wall, fl'(O), obtained from the solution of the conservation 
equations was used in the following equations to obtain the local 
Nusselt number for the constant property problem: 

(NUu.xkp. 
where, from equation (6) 

•Gr, Mi f-fl' i (0)]ref (ID 

" (0)ref = V2 (ox + bx Prref°i) = V2 (0.1 + 0.486 Prref
0-331) (12) 

The constant property heat flux results were compared with ex
perimental and theoretical results of the three fluids under study, Fig. 
5. It can be seen that the constant property heat flux results are within 

-6.0 -1.0 

(TM-TOOI/ITW-TCO) 

Fig. 4 Variation of r at various temperatures and pressures 
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Fig. 5 Comparison of predicted constant property local heat flux with variable 
property local heat flux 
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± 20 percent of the variable property experimental and theoretical 
results. 

The variable property results for Refrigerant-114 at 3.7 X 103 kPa 
(540 psia), based on [2] and [3] were compared with the constant 
property heat transfer results obtained with the predicted reference 
temperatures. This was achieved by choosing 37 points on the 3.7 X 
103 kPa (540 psia) curve in Fig. 2 for Refrigerant-114 that would best 
reproduce the curve. Most of the data points were chosen for the wall 
and free stream temperatures that best represented the abrupt change 
in the curve. The heat transfer results obtained for these data points 
cover a temperature range of 149 to 177°C (300 to 350°F). The com
parison between the constant property Nusselt numbers obtained 
from equation (11) and variable property results obtained from [2] 
and [3] are presented in Fig. 6. The constant property Nusselt num
bers predicted by the reference temperature method are within ± 10 
percent of the variable property results. 

10' 
REFRIGERANT-114, 
P»3 .7x 

B Tw = 
<S T„ * 
m T „ • 
• Tw " 
i T l " 
O Tw = 
V Tw = 

A T„ • 
a TW = 
O Tw -

03kPa( 540 PSIA) 
I52°C(305°F) 
I54°C(3I0°F) 
I57°C(3I5°F) 
I60°C(320°F) 
I63°C(325°F) 
lee-coso-F) 
I68"C(335°F) 
171°C(340°F) 
I74°C(345°F) 
I77"C(350°F) 

Fig. 6 Comparison of predicted constant property Nusselt numbers with 
variable property Nusselt numbers 

Discussion 
One single curve for prediction of reference temperature can be 

established where Tw, the wall temperature, or T„, the free stream 
temperature were not close to TM, the temperature at which specific 
heat assumes its maximum value. The heat transfer results obtained 
using the predicted reference temperatures with the constant property 
equations compared well with the experimental and theoretical 
variable property results for Refrigerant-114, water, and carbon 
dioxide. For the regions where closeness to TM was significant, it was 
still possible to predict reference temperature and heat transfer 
coefficients with good accuracy, but the curve used for these predic
tions were pressure dependent. 

For a specified problem the free convective heat transfer coeffi
cients to fluids in the supercritical region can be directly calculated 
from equation (2). The constants a, b, c, and d of equation (2) for 
Refrigerant-114, water, and carbon dioxide along with its range of 
application are tabulated in Table 1. Equation (2) required infor
mation on physical properties, which can be obtained from the 
equations and computer programs developed in [3] and [9]. 

The utility of the reference temperature lies in the fact that it allows 
the more easily obtained constant property solutions to be used to 
compute solutions where variable properties occur. 
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Heat Transfer in Air Enclosures of 
Aspect Ratio Less than One 
The heat transfer rates inside rectangular air enclosures of aspect ratios between 0.1 and 
1.0 were investigated interferometrically for a Grashof number range between 2.64 X 10e 

and 5.45 X 106. The enclosures were composed of dissimilar temperature vertical walls 
and two types of ceilings and floors. One type was made from constant temperature plates 
kept at the vertical wall temperatures, and the other type was made of low thermal con
ductivity polyurethane foam rubber. The heat transfer characteristics and flow patterns 
within these two types of enclosures were found to be significantly different. For aspect 
ratios between 0.4 and 1.0 the isothermal ceiling and floor approximate an adiabatic 
boundary condition much better than foam because much less heat was interchanged be
tween the floor {or ceiling) and the air in the enclosure. 

Introduction 
Rectangular enclosures containing air are commonly used to pro

vide thermal insulation. Double pane windows and empty walls in 
frame construction houses are examples of rectangular enclosures of 
large aspect ratio (large height to width ratio). In the enclosures, one 
vertical wall is usually considered to be at a high temperature and the 
other vertical wall at a lower temperature. The horizontal surfaces 
of the enclosure are normally treated as adiabatic surfaces. Heat is 
transferred between the two vertical walls by conduction and/or 
convection. A vast majority of research in enclosures has been aimed 
at high aspect ratio (Ar) enclosures perhaps because there are many 
applications of large aspect ratio enclosures. However, very few studies 
have been reported for enclosures of aspect ratio less than one, i.e., 
enclosures that are wider than they are high. The only experimental 
studies of Ar < 1 were reported by Sernas, et al. [1] and Imberger [2], 
while analytical and numerical studies were reported by Boyack and 
Kearney [3], Cormack, Leal, and Imberger [4], Cormack, Leal, and 
Seinfeld [5], Cormack, Stone, and Leal [6] and Bejan and Tien [7]. 

A considerable amount of work has been done for enclosures of 
aspect ratio equal to one. Experimental data for Ar = 1 have been 
reported by Arnold, et al. [8], and theoretical (numerical) results have 
been reported by Wilkes and Churchill [9], de Vahl Davis [10], 
MacGregor and Emery [11], Newell and Schmidt [12], and Briggs [13]. 
The numerical studies, except for Briggs [13] were limited by nu
merical stability to Grashof numbers (Gr) below 3 X 106. Thus most 
of the available data for Ar = 1 are in the low Grashof number 
range. 

When the aspect ratio of an enclosure gets below one, the area of 
the ceiling and floor begins to account for the majority of the enclosure 
surface area. It then becomes increasingly important to choose the 
ceiling and floor materials in an experiment in order to approach 
adiabatic conditions at the ceiling and floor. This paper presents a 
comparison of the heat transfer rates between the vertical walls re
sulting from two types of horizontal boundary conditions in air en
closures of aspect ratio between 0.1 and 1. The first horizontal 
boundary condition was produced by constant temperature plates 
that simulated an isothermal ceiling and floor. The second type of 
ceiling and floor was made from low thermal conductivity polyure
thane foam rubber which was supposed to have simulated an adiabatic 
ceiling and floor. A Wollaston prism schlieren interferometer was used 
to measure the heat flux on the walls of the enclosure including the 
ceiling and the floor. Thus it was possible to evaluate how much heat 
was actually exchanged between the horizontal surfaces and the en
closure air. It was found that in many cases the isothermal ceiling and 
floor transferred less heat to the enclosure than the polyurethane 
foam. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division, 
October 25,1979. 

Apparatus 
Isothermal Boundary Conditions. The enclosure was made from 

two identical vertical constant temperature walls and two horizontal 
constant temperature walls with glass end walls as shown in Fig. 1. 
The vertical walls were constructed from 1.58 cm thick aluminum 
plates, 30.5 cm high and 18.1 cm wide. A continuous snake-like groove, 
1.3 cm wide and 1 cm deep, was milled into the backside of each ver
tical wall. Then the backside was covered with a neoprene gasket and 
a thin aluminum plate to form a circulating water passage from the 
milled groove. Water from two constant temperature baths was cir
culated through these vertical plates. One plate was kept at a high 
temperature while the other vertical plate, referred to as the cold wall, 
was kept at 21.1°C (70°F). The room temperature was about 21°C. 

The two vertical walls were separated by two horizontal plates 
which formed the ceiling and the floor of the enclosure. These plates 
were made from 1.27 cm thick aluminum and contained water chan
nels similar to the ones on the vertical plates. The ceiling plate was 
made slightly wider than the floor plate by gluing on Bakelite strips 
on the edges. This was done to permit the ceiling plate to fit loosely 
into a milled horizontal groove on the inside surface of the vertical 
plate. The position of the ceiling plate was thus fixed and the aspect 
ratio of the enclosure was changed by lowering or raising the floor only. 
The floor plate had thin rubber gaskets on its edges and was held in 
place by the vertical plates. The distance between the vertical plates 
was maintained at 10.0 cm by four spacer rods which held the vertical 
plates together and allowed the ceiling plate to expand when heated 
into the horizontal grooves on the vertical plates. 

The temperature of the ceiling plate was maintained at the same 
temperature as the hot wall by introducing the outgoing hot water 
from the hot wall to the ceiling plate. The temperature of the bottom 
(floor) plate was maintained at the same temperature as the cold wall 
(i.e., 21.1°C) in a like manner. Fourteen thermocouples were imbed
ded in the four walls to monitor the actual temperature of the plates. 
It was found that the hot and cold walls could be maintained indefi
nitely to within 0.1°C of the set temperature. 

The enclosure was completed with two 0.64 cm thick glass plates 
whose weight was supported by the bottom edges. The glass was 
clamped lightly to the outside edges of the vertical walls by two 
holding bars. A soft rubber gasket separated the glass from the edges 
of the aluminum plates. The inside distance between the glass plates 
was maintained at 18.7 cm. The thermal expansion of the walls was 
absorbed by the soft rubber gaskets so that the glass windows were 
free of bending stresses. 

Movement of the hot vertical wall due to thermal expansion was 
partially compensated by lowering the hot wall on its adjustable 
leveling screw (see Fig. 1). The thermal expansion of the hot wall was 
monitored by a properly placed dial indicator. The height adjustments 
were such that the top corner of the hot wall was always in the same 
point in space relative to the laboratory floor and the interferometer 
light beam. 

Polyurethane Foam Ceiling and Floor Enclosure. To achieve 
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Fig. 1 Cut-away view of enclosure test section with Isothermal celling and 
floor Installed 

an adiabatic condition at the ceiling and floor, two pieces of poly-
urethane foam rubber 2.5 cm thick were used as the ceiling and floor 
plates instead of the grooved aluminum plates. The polyurethane 
foam rubber had an estimated thermal conductivity of 0.04 W/m-C 
(about 1.5 times that of air) and a density of 27 kg/m3. Eight ther
mocouples were imbedded under the foam surface (on the enclosure 
side) to monitor the temperature of the ceiling and the floor. All other 
constructional details were the same as in the all isothermal boundary 
condition enclosures. 

For the sake of brevity the enclosures made with an isothermal 
ceiling and floor will be referred to as "isothermal enclosures," and 
the enclosures constructed with polyurethane foam rubber ceilings 
and floors will be referred to as "foam enclosures." 

Optical System. The assembled enclosures were placed in a 
Wollaston prism schlieren interferometer in order to measure inter-
ferometrically the local heat fluxes at the vertical walls and at the 
ceiling and floor. The arrangement of the interferometer is shown in 
Fig. 2. This interferometer is a "shearing interferometer" that is 
sensitive to the gradient of temperature (or gradient of index of re
fraction) within the test section. Since the operation of the interfer
ometer has been described in the literature [14-17] it is not necessary 
to repeat it here. 

Experimental Procedure 
When the test section was at ambient temperature throughout, a 

reference interferogram of the enclosure was made. Then the tem
perature controller for the hot wall was raised consecutively to 43.3, 
57.2, and 79.4°C while the cold wall temperature was always main
tained at 21.1°C. The enclosure was allowed to operate at each of these 
temperatures for an hour before an interferogram was made at the 

(1) LIGHT SOURCE 
(2) SLIT 
(3) GREEN FILTER(346nm) 
(4) PLAIN MIRROR 

5) ENCLOSURE TEST SECTION 
(61 GLASS WINDOW 
(7) POLARIZER 
(8) WOLLASTON PRISM 
(9) FILM OR SCREEN 

Fig. 2 Schematic diagram of the Wollaston prism schlieren interferometer 
with the enclosure test section 

Hot Ceiling Foom Ceiling 

Gr,= 5.45xl06 

Fig. 3 Representative Interferograms for the Ar = 0.4 enclosure. The iso
thermal enclosure interferograms are on the left, and the foam enclosure in
terferograms are on the right. 

hot wall temperature. These hot wall temperatures corresponded to 
Grashof numbers of 2.64 X 106, 4.0 X 106, and 5.45 X 106 where the 
Grashof number, based on enclosure width, was defined as: 

GrL = 
gLHTh - Tc) 

Examples of the interferograms produced in this way are shown in 
Fig. 3. 

The film on which the interferograms were taken was developed 
and mounted between glass plates in an optical comparitor. The upper 
hot wall corner was selected as a reference point for the hot wall and 
ceiling and the lower cold wall corner was selected as the reference 
point for the cold wall and floor. Then the locations (in optical com
paritor micrometer units) of the fringes on all four walls were mea
sured both for the reference interferograms and the heated test section 
interferogram. The difference between the fringe location on the 
reference interferogram and the fringe location on the heated test 
section interferogram was proportional to the local heat flux from the 
wall. In this manner the local heat flux at every fringe on all four walls 
was calculated using the interpretation formula derived in references 
[14,15] and [17]. The heat flux at the enclosure corners, for example 
at x/H = 0.0 and 1.0 for the vertical heated wall, was found by ex-

»Nomenclature. 
Ar = aspect ratio, H/L 
g = acceleration due to gravity 
Grz, = Grashof number based on width 
H = height of enclosure 
km = thermal conductivity of air at Tm 

L = width of enclosure 
Qau = average heat flux 
q = local heat flux 
Tc = cold wall temperature 
Th = hot wall temperature 

Tm = mean enclosure temperature, (Th + 
Tc)/2 

x = vertical coordinate 
y = horizontal coordinate 
vm = kinematic viscosity of air at Tm 
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trapolation from the two adjacent inner points. The average heat flux 
over a surface was determined by numerical integration of the local 
heat flux distribution curve. The accuracy of the local heat flux 
measurements using this interferometric technique was estimated 
to be 6 percent. 

The spacing of the reference fringes was chosen to provide as many 
fringes as possible at the heated vertical wall. Two different fringe 
spacings were used in this study, one for smaller aspect ratios and one 
for larger aspect ratio enclosures. Three reference fringes intersected 
the hot wall in the 0.1 aspect ratio enclosure, while 25 fringes termi
nated at the hot wall for the 1.0 aspect ratio enclosure. 

Results and Discussion 
The experiments were carried out over a Grt range of 2.64 X 106 

to 5.45 X 106. The other controllable variable in the experiments was 
the aspect ratio which was varied from 0.1 to 1.0. This range of the 
variables produced convective flows that fall within all three flow 
regimes proposed by Bejan and Tien [7], Figure 4 shows our experi
mental conditions on Bejan and Tien's regime map that is a plot of 
Ar versus Rayleigh number based on height. It is quite clear from Fig. 
4 that the tests in the Ar range of 0.6 to 1.0 were operating in the 
boundary layer regime, while the tests at Ar = 0.1 must have been in 
the Rayleigh number approaching zero regime. The tests at the in
termediate Ar must have been operating in the intermediate re
gime. 

The local heat flux distribution along the floor of the enclosure is 
shown in Fig. 5 for the Ar = 0.4 enclosures. These are the same tests 
for which the interferograms are shown in Fig. 3. It can be seen that 
the amount of heat added to the air from the foam floor is much larger 
than the heat which is taken up by the isothermal floor from the en
closure air. This implies that for this Ar the isothermal floor acts more 
like an adiabatic floor than the foam floor. The high heat flux from 
the floor near the hot wall corner is the result of a higher temperature 
of the floor due to heat conduction through the gasket. A groove on 
the backside of the floor (shown to scale in Fig. 5) was made to reduce 
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Fig. 4 Experimental test conditions on regime map proposed by Bejan and 
Tien [7] 

this heat conduction and to confine the higher temperature region 
to the corner. 

The magnitude of the average heat flux at the floor as a function 
of Grj, and Ar is shown in Fig. 6. It can be seen from this figure that 
the isothermal floor approximates the adiabatic boundary condition 
much better than the foam floor in the aspect ratio range of 0.4 to 1.0 
because much less heat is interchanged between the floor and the air 
in the enclosure. At aspect ratios less than 0.2 the foam seems to 
produce a better adiabatic condition. This is due to the fact that as 
the isothermal hot ceiling and isothermal cold floor get close together 
direct conduction between the hot ceiling and the cold floor increases 
significantly. 

The measured temperature distribution along the floor surface is 
shown in Fig. 7 for Ar = 0.4. The surface temperature of the foam floor 
changes gradually from the cold wall temperature to the hot wall 
temperature. The temperature of the isothermal floor was kept the 
same as the cold wall temperature (21.1°C) except for the corner close 
to the hot wall where rapid changes of temperature occurred due to 
heat conduction through the rubber gasket. This rapid increase in the 
floor temperature at the hot wall corner is not unlike the floor tem
perature distribution in the corner obtained by Briggs [13] and Lee 
[18] in ideally adiabatic enclosures at high Grashof numbers. 

Figure 8 shows a dimensionless comparison of the floor temperature 
distribution for four different floor boundary conditions. The linear 
temperature distribution would be obtained in an enclosure whose 
floor was made of a very high thermal conductivity material (i.e. 
{kw/kail) -»• co) and whose floor was in good thermal contact with the 
vertical isothermal walls. The adiabatic temperature distribution was 
obtained from Lee's [18] finite difference simulation of the flow inside 
an ideally insulated enclosure. One would expect an experimental floor 
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Fig. 6 Average heat flux to isothermal floor and from the polyurethane foam 
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Fig. 5 Heat flux distribution along the floor for the interferograms shown in 
Fig. 3 

Fig. 7 Temperature distribution along the floor for the interferograms shown 
in Fig. 3 
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to approach this temperature distribution if the floor's thermal con
ductivity were many times smaller than that of air (i.e. {kw/ka\T) —-
0). It can be seen from this figure that the foam floor, which had a 
thermal conductivity of 1.5 times that of air, produced a floor tem
perature distribution that is between the linear and the adiabatic 
temperature profile limits. Thus it appears that polyurethane foam 
does not produce a fundamental boundary condition for air enclo
sures. Apparently the thermal conductivity of the wall material must 
be considerably less than that of air to approach the adiabatic 
boundary condition. 

The hot wall heat flux distribution for all the isothermal enclosure 
tests is shown in Pig. 9. It can be seen that the curves are grouped into 
three distinct groups according to their Grashof numbers. For each 
group (i.e., Gr/,) the average heat rate (represented by the area under 
each curve) is approximately constant. It can also be seen from Fig. 
9 that the isothermal enclosure produces a very high heat flux at the 
lower corner which seems to act as the "leading edge" of the thermal 
boundary layer on the hot wall. 

The local heat flux on the hot wall for the foam enclosures is shown 
in Fig. 10. It can be seen that the maximum heat flux does not occur 
at the bottom corner but rather some distance up from the lower 
corner. It seems that the higher the aspect ratio, the closer the maxi
mum is to the lower corner. The curves are grouped together according 
to the Grx, only for Ar > 0.4. Below an aspect ratio of 0.4 there is a 
significant drop in the heat flux from the hot wall. 

A comparison of the average heat flux from the hot wall for all the 
isothermal and foam enclosures is shown in Fig. 11. The comparison 
is made on a Nusselt number basis where: 
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Since for a fixed Gr/, test the values for L,Th, Tc, and km were fixed 
the Nu becomes a direct indication of the average heat flux on the hot 
wall. Figure 11 confirms what has already been deduced from Figs, 
9 and 10, namely that for the isothermal enclosures the heat flux from 
the hot wall is constant over the aspect ratio range of 0.1 to 1.0, and 
that for the foam enclosures the average heat flux from the hot wall 
falls off as the aspect ratio decreases below 0.4. Figure 11 also shows 
that there is no significant difference in the Nu for the two types of 
enclosures in the aspect ratio range of 0.6 to 1.0. However, there is a 
significant difference in the heat transfer between the air in the en
closure and the floor or ceiling, as can be seen in Fig. 6. The Nu values 
shown in Fig. 11 for the foam enclosure have been shown by Wirtz and 
Tseng [20] to be consistent with those of Imberger [2] and those of 
Cormack, et al. [5]. 

Heat balances on the four visible walls of the enclosure indicated 
that a significant amount of heat added to the enclosure by the hot 
wall was lost through the glass windows that made up the remaining 
two walls of the enclosure. The table below gives the measured heat 
losses through the windows in Watts for the isothermal enclosure at 
Grz, = 4 X 106. In the last column the table shows the heat loss as a 
percentage of the heat added to the enclosure by the hot wall. This 
means that if the Nusselt number were based on the cold wall average 
heat flux, it would be less than the value given in Fig. 11 by the per
centage shown in Table 1. 

These heat losses through the windows might at first glance appear 
to be excessive. However, an estimate of the heat loss given in the 
Appendix of reference [19] shows that the measured heat losses were 
of the right order of magnitude. It is quite clear that the enclosures 
must contain considerable three-dimensional effects in order to 

Fig. 8 Temperature distribution along the floor for four different boundary 
conditions Imposed upon the floor 

Fig. 10 Interferometrically measured heat flux distribution along the hot wall 
for foam enclosures 
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Ar

1.0
0.8
0.6
0.4
0.2
0.1

Table 1

Measured Heat Loss
in Watts

1.G3
1.02
0.65
0.59
0.18
0.06

Percent of Hot Wall
Heat Addition

31
38
34
40
27
18

Fig. 12(a) Isothermal enclosure

Fig. 13(a) Isotherms

Fig. 13(b) Streamlines

Fig. 13 Isotherms and streamlines from numerical study by Lee [18] for foam
enclosure of Ar = 0.4 and Gr = 5.45 X 108

0.7

larger Ar enclosures, the cold cell is located near the lower cold wall
corner and the hot cell is located near the upper hot wall corner. More
detailed observations on the cold and hot cell havlJ been reported in
references [18] and [19].

The smoke that is injected into the main cell at the center plane
spiraled slowly outward toward the windows. The isothermal enclo
sures seemed to exhibit a larger spiraling velocity component than
the foam enclosures. Once the smoke reached the windows it was
usually drawn into complicated secondary flow cells that existed near
the windows.
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Fig. 12(b) Foam enclosure

Fig. 12 Smoke patterns In central plane of 0.4 aspect ratio enclosure at Gr
= 5.45 X 108

T-O 0.4

References
1 Sernas, V., Fletcher, L. S., and Rago, C., "An Interferometric Study of

Natural Convection in Rectangular Enclosures of Aspect Ratios Less Than
One," ASME Paper 75-HT-63, presented at the AIChE-ASME Heat Transfer
Conference, San Francisco, CA, Aug. 1975.

2 Imberger, J., "Natural Convection in a Shallow Cavity with Differentially
Heated End Walls. Part 3. Experimental Results," Journal of Fluid Mechanics,
Vol. 65, 1974, pp. 247-260.

3 Boyack, B. E., and Kearney, D. W., "Heat Transfer by Laminar Natural
Convection in Low Aspect Ratio Cavities," ASME Paper 72-HT-52, presented
at the AIChE-ASME Heat Transfer Conference, Denver, CO, Aug. 1972.

4 Cormack, D. E., Leal, L. G., and Imberger, J., "Natural Convection in
a Shallow Cavity with Differentially Heated End Walls. Part 1. Asymptotic
Theory," Journal of Fluid Mechanics, Vol. 65, 1974, pp. 209-229.

5 Cormack, D. E., Leal, L. G., and Seinfeld, J. H., "Natural Convection
in a Shallow Cavity with Differentially Heated End Walls. Part 2. Numerical

generate window losses of 30-40 percent. The loss percentage could
be reduced by increasing the length of the enclosure from 18.7 em, but
that would also increase the light refraction effects which were already
becoming noticeable in the interferograms made at the highest wall
temperature. Windows made from layers of thin polyethylene film
make good insulators but are not optically smooth enough to use in
an interferometer.

Flow Visualization
To visualize the flow pattern and three-dimensional effects within

the enclosure, ordinary cigarette smoke was injected into the enclosure
while the enclosure was illuminated by a 5mW He-Ne laser beam. It
was found that the injected cigarette smoke circulated in the enclosure
for about 10 min before it showed any signs of settling out on the walls.
This confirmed the belief that cigarette smoke aCts like it were neu
trallybuoyant in air. The injection temperature did not necessarily
match the local temperature within the enclosure. However, by the
time a photograph was made, the smoke had travelled around the
enclosure a few times and should have come to equilibrium with the
enclosed air.

The flow pattern at the center plane of the 0.4 aspect ratio enclosure
is shown in Fig. 12(a) and 12(b) for the isothermal and fo~m enclo
sures respectively. These two photographs show that the flow pattern
in these two enclosures is not the same. Figure 12(a) shows that the
air close to the isothermal ceiling and floor keeps approximately the
same distance from the horizontal surfaces (or even gets closer to them
near the corners). Figure 12(b) shows that the air close to the foam
floor is heated by the floor, becomes more buoyant and rises as it
approaches the hot wall. This rise in the flow may explain why the
maximum heat flux on the hot wall in the foam enclosure in Fig. 10
occurs about one third of the way up the hot wall and not at the lower
hot corner. The rise in the flow in the foam enclosure was also seen
by Lee [18] in a finite difference study that calculated the isotherms
and streamlines in a two-dimensional foam enclosure whose ceiling
and floor boundary condition was specified as a known temperature
distribution that was identical to the measured temperature distri
bution shown in Fig. 7. The results of that numerical study are shown
in Fig. 13 for the same aspect ratio and Grashof number as was used
in the smoke visualization tests. It can be seen from Fig. 13 that the
calculated streamlines appear quite similar to the smoke pattern of
Fig. 12(b). The isotherms of Fig. 13(a) clearly indicate the local
heating of the flow by the floor, and the cooling of the flow by the
ceiling. The isotherms also indicate that the flow in that foam enclo
sure was partially driven by a horizontal temperature gradient. The
flow in the isothermal enclosure of Fig. 12(a) was most likely driven
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plane of the enclosure is made up of the "main cell" of relatively high
velocity air that circulates counterclockwise around the entire en
closure. Also visible in the isothermal enclosure are two counter
clockwise rotating small cells, one on the left near the cold wall named
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Natural Confection in Undiwided and 
Partially Diwided Rectangular 
Enclosures 
Heat transfer by natural convection in a two-dimensional rectangular enclosure fitted 
with partial vertical divisions is investigated experimentally. The horizontal walls of the 
enclosure are adiabatic while the vertical walls are maintained at different temperatures. 
The experiments are carried out with water, Pr =* 3.5, for Rayleigh numbers in the range, 
2.3 X1010^ RaL <1.1 X 10u, and an aspect ratio, A = H/L = i The effect of the partial 
vertical divisions on the fluid flow and temperature fields is investigated by dye-injection 
flow visualization and by thermocouple probes, respectively. The effect of the partitions 
on the heat transfer across the enclosure is also studied and correlations for the Nusselt 
number as a function of Rai and partition length are generated for both conducting and 
non-conducting partition materials. Partial divisions are found to have a significant ef
fect on the heat transfer; especially when the divisions are adiabatic. The results also in
dicate that the partial divisions may have a stabilizing effect on the laminar-transitional 
flow on the heated vertical walls of the enclosure. 

Introduction 
Natural convection heat transfer in rectangular enclosures is of 

great importance in determining the energy transfer within buildings, 
especially those incorporating passive solar design features. This 
configuration has been studied extensively, e.g., [1-19, 25], but only 
for limited ranges of the Rayleigh number. The effect of a partial 
obstruction extending downward from the enclosure ceiling is also 
of importance but has received little attention [cf. 17, 20-24], This 
geometry corresponds roughly, for example, to a ceiling beam or soffit. 
The experimental investigation of Duxbury [20] was carried out in 
rectangular enclosures of aspect ratios (see Fig. 1), § < A = H/L < 5, 
partially divided by vertical, heat conducting partitions using air as 
the working fluid, for Rayleigh numbers approaching 106. The driving 
force in Duxbury's experiment was the imposed temperature differ
ence between the two vertical sidewalls of the enclosure. The exper
iments and numerical calculations of Lloyd, et al. [21, 22] were mo
tivated by fire studies and there the flow was driven by methane 
combustion and by surface or volumetric heat sources. The experi
mental and numerical study of Bauman, et al. [17] was motivated by 
studies of heat transfer within buildings and focused on the undivided 
enclosure although some results are also presented for a partially di
vided enclosure. This study [17] was carried out in water in a partially 
divided rectangular enclosure of aspect ratio, A = \ and Raz, ~ 1010. 
Janikowski, et al. [23] experimentally investigated the temperature 
and flow fields inside a rectangular enclosure partially divided by solid 
and porous vertical divisions extending upward from the floor and 
downward from the ceiling simultaneously. Emery [24], on the other 
hand, studied the heat transfer and temperature field in a rectangular 
enclosure fitted with a vertical partial division extending from the 
center of the enclosure downward toward the floor and upward toward 
the ceiling. It appears, however, that there has not been any thorough 
investigation of the role played by partial vertical divisions at the high 
values of the Rayleigh number (Raz, ~ 1010 — 1012) that are commonly 
encountered. 

The primary goal of this study is to develop, through careful ex
periments, an understanding of the convective heat transfer processes 
and fluid flow occurring in the two-dimensional, partially divided 
enclosure (see Pig. 1) at Rayleigh numbers representative of large scale 
applications. An immediate application is in convection analyses in 
passive solar heated buildings. The experiment is carried out in a 
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rectangular enclosure of aspect ratio, A = H/L - 3, i 
vertical sidewalls and insulated horizontal floor and ceiling. The en
closure is fitted with either thermally conducting or non-conducting 
vertical partitions of various lengths (aperture ratios, Ap = h/H = 1 
(no partition), % \ and \ are investigated). Experiments are carried 
out with water (3 < Pr ^ 4.3) as the working fluid at Rayleigh numbers 
over the range 2.3 X 1010 « Raz, =S 1.1 X 1011. 

It is emphasized that over this Rayleigh number range the results 
without the partition are also new. Power law correlations are obtained 
giving the dependence of the Nusselt number on aperture ratio, 
Rayleigh number, and partition conductance. Temperature profiles 
are also obtained within the enclosure with thermocouple probes, and 
the basic flow structure is noted by using dye-injection flow visual
ization. Distinct differences are found between the flow pattern ob
served in these experiments and those observed in the lower Raz, and 
lower Pr experiments of Duxbury. Also, the presence of laminar-
transitional flow for Ap = 1 (no partition) and the suppression of 
transition for Ap < 1 are discussed. 

Experimental Apparatus and Procedure 
The experimental apparatus consisted basically of a rectangular 

enclosure of height, H = 15.2 cm, width, L = 30.5 cm (aspect ratio, A 
= H/L = i) and breadth, B = 83.8 cm. This system is similar to the 
one used by Bauman, et al. [17]. The heated and cooled vertical walls 

INSULATED 

Fig. 1 Rectangular enclosure with partial vertical division 
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were made from plates of copper, 4.8 mm thick, and aluminum, 15.9 
mm thick, respectively, while the floor, ceiling, and endwalls of the 
enclosure were fabricated from clear, 1.27 cm thick plexiglas. The 
copper hot wall was heated electrically with 18 Minco "Thermofoil" 
resistance heaters. These were arranged in three vertical columns of 
six heaters each, see Fig. 2. In order to limit temperature variations 
along the hot wall, in the vertical direction, each pair of heaters in a 
given column was supplied by a separate 120V/240V a-c power supply. 
In this way, hot wall temperature deviations from the average hot wall 
temperature were kept to within about 10 percent of the overall 
temperature difference across the enclosure (Th-Tc). The aluminum 
cold wall was cooled by passing tap water through two rectangular 
channels which were machined into the aluminum cold plate, tra
versing the full breadth of the enclosure seven times. It was found that 
temperature variations along the cold wall could be kept below about 
10 percent of the temperature difference (7/, - Tc) by using a suffi
ciently high cooling water flow rate. Two streams entered the alumi
num manifold near the top of the cold wall and were extracted near 
the bottom, see Fig. 2. 

Joints between the copper and aluminum vertical walls and plexi
glas floor were sealed with a 1.6 mm thick cork gasket to minimize 
conduction between the vertical surfaces and the floor. The ceiling 
was removable and was thermally isolated from the hot and cold walls 
by a small air gap, as in Fig. 2. 

Partial vertical divisions of lengths 0,3.8,7.6 and 11.4 cm, extended 
downward from the center of the enclosure ceiling. The corresponding 
aperture ratios are Ap = h/H = 1, |, J, and \, respectively. All the 
partitions were 9.5 mm thick and traversed the full breadth of the 
enclosure in order to achieve, as nearly as possible, a two-dimensional 
system. Partitions which are effectively perfectly conducting are 
characterized by small temperature differences across the partition 
in comparison with the temperature difference (T/, — Tc), while ef
fectively adiabatic partitions are characterized by negligible con
duction heat transfer through the partition in comparison with the 
total energy transfer across the enclosure. A nondimensional partition 
conductance is defined by kp* = (kp/k) (L/AX)/NUL, where Ax is the 
partition thickness. The criterion for a perfectly conducting partition 
is kp* » 1; for an adiabatic partition kp* « 1. In this experiment, the 
highly conducting partitions were fabricated from slabs of aluminum 
with kp* S; 50. The adiabatic partitions were made from polystyrene 
foam clad with 0.1 mm stainless steel sheets with kp* ;S 0.02. 

To reduce energy losses to the surroundings, the entire apparatus 
was enclosed in a shell of polyurethane foam insulation, whose outer 
surface was covered with aluminum foil to reduce radiative losses. 

The local surface temperatures of the hot and cold walls were de
termined with 30 gauge, copper-constantan thermocouples inserted 
in small holes which had been drilled horizontally into the hot and 
cold walls to a distance less than 1 mm from the inside (wet) surfaces 
of the hot and cold plates. Seventeen of these thermocouples were 
spread uniformly over each of the hot and cold walls. 

The temperatures of the unheated surfaces (plexiglas floor and 
ceiling) were obtained with 50 gauge (0.025 mm dia), unsheathed, 

chromel-constantan thermocouples which were cemented to the 
plexiglas surface with a fine coating of polyurethane lacquer. The fine 
thermocouple wires ran perpendicular to the plane of Fig. 2 along the 
floor and ceiling. The thermocouple beads were located halfway be
tween the two plexiglas endwalls at the positions x/L = \,\ and J. The 
very small diameter and the placement of the wires perpendicular to 
the plane of two-dimensionality minimized disturbance to the flow 
and axial conduction effects. The temperature at the lower edge of 
the partition, y = h, was measured with a fine, stainless-steel 
sheathed, chromel-constantan thermocouple probe with an overall 
dia of 0.25 mm. This sheathed thermocouple was also run perpen
dicular to the plane of Fig. 2, along the lower edge of the partition. 

Local fluid temperatures within the enclosure were measured with 
thermocouple probe assemblies. Two fine, grounded junction, 
stainless-sheathed thermocouple probes (0.25 mm dia) were passed 
down through and out of a 1.6 mm dia stainless steel support tube, 
which was inserted vertically into the enclosure from the enclosure 
ceiling. The probe junctions were located about 6.5 cm from the larger 
support tube to minimize measurement errors due to the presence of 
the larger tube. Again, these fine probes were directed perpendicular 
to the plane of Fig. 2 to minimize heat conduction along the probe 
shafts. Three of these assemblies were used for measuring fluid 
temperature at the positions x/L = \, \ and |. Observations made 
during experiments both with and without the probes in place, re
vealed no detectable changes in either the flow or the overall heat 
transfer rate. Comparison of some of the thermocouples (both cop
per-constantan and chromel-constantan) with a precision mercury-
in-glass thermometer showed that the standard calibration was ad
equate, with a maximum error of about ±1°C. 

Energy input at the hot wall was measured with three single-ele
ment, electro dynamometer-type wattmeters, one for each power 
circuit, with accuracies of ± one percent. As a check on energy loss to 
the ambient, the heat transfer rate at the cold wall was measured and 
compared to the power input at the hot wall. Cooling water temper
ature entering and leaving the cold wall cooling manifold was mea-
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Fig. 2 Sketch of experimental apparatus 

-Nomenclature. 

A = H/L, aspect ratio 
Ap = h/H, aperture ratio 
B = enclosure breadth 
cp = constant pressure specific heat 
g = acceleration due to gravity 
H = enclosure height 
h = distance from enclosure floor to parti

tion 
k = thermal conductivity 
kp = thermal conductivity of partition 
kp* = nondimensional partition conduc

tance 
L = enclosure width 
NUL = qL/(Th - Tc)k, Nusselt number 
n = core temperature parameter 

Pr = —, Prandtl number 
a 

Q = (Qh + Qc)/2, heat transfer across enclo
sure 

Q\ = heat transfer rate over lower third of hot 
wall 

Q2 = heat transfer rate over middle third of 
hot wall 

Q3 = heat transfer rate over upper third of 
hot wall 

q = Q/(B • H), average heat flux 
RaL = gPLHTh - Tc)lva, Rayleigh 

number 
T = temperature 
TV = (T/, + Tc)/2, reference temperature 

x = horizontal position coordinate 
A* = thickness of partial division 
y = vertical position coordinate 
a = thermal diffusivity 
P = thermal coefficient of expansion 

A k l^W 
A = — property group 

cp \ H I 
H = dynamic viscosity 
v = kinematic viscosity 
p = density 
Subscripts 
c = cold wall 
h = hot wall 
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gured with glass bead thermistors with a calibrated accuracy of 
±0.05°C. 

The procedure used in all of the experimental runs is as follows. The 
three heater circuits were used to heat the water to near-boiling 
temperature with the enclosure open to the atmosphere. Two to three 
hours at this temperature resulted in much of the dissolved gases 
being driven off. After the enclosure ceiling was inserted, the hot wall 
resistance heater power inputs were set and cooling water flow com
menced. For the next four to five hours, adjustments were made in 
the relative power input to the three heater circuits to secure a rea
sonably isothermal condition on the hot wall. The cooling water flow 
rate was adjusted to limit temperature variations on the cold wall 
while still providing a moderate cooling water temperature increase 
(approximately 10°C). The wall temperatures Th and Tc were taken 
as the average of the 17 temperatures measured on each of the hot and 
cold walls. Temperature variations from the mean wall temperature 
on the hot and cold walls seldom exceeded 10 percent of the overall 
temperature difference across the enclosure while the average de
viation from the mean wall temperature was roughly three percent 
of (Th —Tc). There appeared to be no preferred direction for the wall 
temperature variation and observed local wall temperatures were very 
steady. The system was then allowed to equilibrate for an additional 
six hours. This extended beyond normal working hours in the labo
ratory so that perturbations in line voltage and cooling water flow rate 
and temperature were minimized. 

The establishment of steady state conditions within the enclosure 
was a primary concern in the experimental procedure. Before any data 
were recorded, both cooling water inlet and exit temperature were 
carefully checked to insure that steady state conditions had been 
attained. This procedure was also repeated after the wall temperatures 
and fluid temperatures had been recorded. A sensitive check on the 
existence of steady state was provided by comparing the energy en
tering the enclosure at the hot wall, Qh, to that leaving at the cold wall, 
Qc. For all the experimental runs included in this study, these two 
rates of energy transfer differed by less than eight percent and in the 
great majority of cases the difference was less than five percent. These 
small fractional heat losses are a consequence of the large energy 
transfer rates occurring across the enclosure when water is the working 
fluid. For the total heat transfer across the enclosure, Q, required in 
determining the Nusselt number, the average of the heat transfer rates 
measured at the hot and cold walls was used, i.e., Q = (Qh + Qc)/2. 
Transport and thermodynamic properties for water were taken to be 
those at the reference temperature, Tr = (Th + Tc)l2. 

During many of the tests, an indication of the flow pattern within 
the enclosure was obtained by injecting dye into the flow. Roughly 
0.5 cc of a dark blue dye was injected with a hypodermic syringe at the 
upper right-hand corner of the enclosure, midway between the two 
plexiglas endwalls. Observation of the subsequent dye motion was 
made through one of the endwalls and was enhanced by a white 
backdrop at the opposite endwall. The enclosure interior was illu
minated by a photographic lamp mounted between the observer and 
the endwall observation window. The dye was injected and the dye 
front was allowed to progress a large distance from the point of in
jection before observations were made. 

Results and Discussion 
The laminar flow pattern observed in experiments for Ap < 1 is 

shown in Fig. 3. In general, for aperture ratios less than unity (i.e., 
when a partition was present), the flow was comprised of three rela
tively distinct regions. There was a peripheral, laminar boundary 
layer-type flow, a low velocity, relatively inactive core region, and a 
region of weak, clockwise recirculation in the upper left-hand quad
rant of the enclosure. The peripheral flow was composed of thin, 
high-velocity boundary layers on the vertical surfaces with lower ve
locity, thicker layers (about 1 cm thickness) on the unheated hori
zontal surfaces. The boundary layer on the hot wall did not extend 
over the entire surface because most of the flow separated from the 
hot wall at approximately y = h and then proceeded across the en
closure horizontally, in a thin, high-velocity layer until reaching the 

lower edge of the partition. The flow then, apparently without sepa
rating from the partition, turned upward along the cool side of the 
partition finally separating at a distance of one or two centimeters 
from the ceiling. In this region, the flow was observed to be somewhat 
unsteady, but the unsteadiness gradually disappeared as the fluid 
proceeded toward the top of the cold wall. The small amount of dye 
which entered the upper left quadrant of the enclosure allowed ob
servation of the slowly recirculating flow there. The fraction of the 
flow entering this region was larger for conducting than for non
conducting partitions. The strength of the recirculating flow was also 
strongly dependent on the thermal boundary condition at the parti
tion. Conducting partitions resulted in weak recirculation, while ad-
iabatic partitions yielded either very weak or virtually no recirculation 
in that region. It is noted that in experiments with no partition (ap
erture ratio of unity) the recirculating region vanished, leaving only 
a large inactive central core and a peripheral boundary layer flow. It 
is very possible that interaction of the observed clockwise recirculating 
flow in the upper left hand quadrant and the high velocity layer at y 
= h could have resulted in a multi-layer velocity profile in this region 
as in [21] via two counter-rotating vortices arranged vertically. 
However, in the vicinity of y = h, there was rather severe optical 
distortion due to the gradient in refractive index and the presumed 
lower, counterclockwise rotating vortex was not observed. 

The flow pattern observed in the present high Ra/, experiments 

/ / / / / / / / / / / / / / / / 

Weak c'ockwise recirculation 

/ / / / / / / / / / / / / / / / 
Fig. 3 Flow pattern observed In the cases of adiabatic and perfectly con
ducting partitions for Ap < 1 and 1010 « RaL < 1011 
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differed substantially from the flow pattern reported by Duxbury [20] 
in his partially divided enclosure with RaL approaching 10e and air 
(Pr = 0.7) as the working fluid. The flow visualization experiments 
of Duxbury show no distinct recirculating region and also little or no 
flow separation from the hot wall: two very prominent features of the 
high RaL experiments carried out in this study. Duxbury's experi
ments indicate some flow separation at the lower edge of the partition 
on the cool side. This may be due to the fact that in Duxbury's (lower 
RaL) experiments, the flow attempts to make a 180 deg turn as it 
passes the lower edge of the partition. Recall that in the high RaL 
experiments of this study, the flow only turns through an angle of 
about 90 deg because the main flow does not penetrate into the upper 
left quadrant of the enclosure. In general, the results of Duxbury in
dicate a much smaller inactive core region with thicker boundary 
layers. 

From the flow visualization experiments, it was concluded that fully 
developed turbulent flow did not exist anywhere within the enclosure, 
even for Rayleigh numbers as high as 1011. However, traveling 

wave-like motions, referred to by Elder [4] as "wall waves" were very 
prominent on both the heated and cooled vertical surfaces with no 
partition (Ap = 1). These waves, the first hint of transitional flow 
developed at y/H =* J, and y/H c* § on the hot and cold walls, re
spectively, and traveled in the same direction as the mean boundary 
layer flow. The waves, originally two-dimensional, traveled in a regular 
pattern up the hot wall and down the cold wall. Gradually, they de
veloped three-dimensional characteristics and finally broke-up very 
near the upper left- and lower right-hand corners of the enclosure, so 
that a wave pattern could no longer be distinguished. In the experi
ments of Elder, with water in enclosures of aspect ratio, 10 ̂  A < 30 
(A = H/L), the breaking up of the wall waves was accompanied by an 
intense wall layer-central core interaction. In the present experiments 
with A = J, very little, if any, interaction was observed. Perhaps the 
absence of this phenomena was due to the greater suppression of the 
interior flow by the horizontal walls for A = \. In the experiments with 
aperture ratio (Ap) less than unity (partial division present), the wall 
waves were indeed found to be significantly suppressed on both the 
hot and cold walls and completely absent on the hot wall for y > h. 

A plot of the measured vertical temperature profile at x/L = J for 

y/H 

Fig. 5 Vertical temperature profiles at x/L = J adiabatic partial divisions: 
3.79 X 1010 < Ra t =S 6.41 X 1010, 3.7 < Pr < 4.2 
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hibits the substantially linear, stable stratification in the enclosure 
core region which is a well-known characteristic of the boundary layer 
regime; see [2 and 16]. There is some asymmetry about the position 
y/H = i, which is probably due to the temperature dependence of the 
thermodynamic and transport properties of water. The dashed curve 
in Fig. 4 is the result of an approximate calculation of the core tem-

y/H 

1 

0.8 

0.6 

0.4 

0.2 

0 

i i ^-r* / ° 

/ T // 

J if X/L 

1 rr ° 
I It A 

1 W D 

/ # T 

—4fCS? 1 1 

~T7"7 

-

-

3/4 

A P 

1 

3/4 

1/2 

1/4 

l 1 
0 0.2 0.4 0.6 0.8 i 

( T - T c ) / ( T h - T c ) 
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Table 1 Local heat transfer rates corresponding to 
Figs. 4-7 
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perature distribution due to Raithby, et al. [14] for enclosures of aspect 
ratio, A i 5 , filled with a constant property fluid; that is A^ = Ac, 
where the property group, 

A = - (p*0/ / i ) 1/3 (1) 

Because the mid-cavity temperature gradient, d[(T - Tc)/{Th — 
Tc)\IMylH), at x = L/2, y = H/2, was measured to be 0.59, the 
Prandtl number-dependent parameter, n, of reference [14] was given 
a numerical value of 3.0 in generating the curves of Fig. 4 as suggested 
by Raithby, et al. [14]. The solid curve in Fig. 4 represents the result 
for the core temperature from [14] for A^/Ac = 1.8 which corresponds 
to the actual wall temperatures (Th = 72°C, Tc = 25°C) for the 
plotted data. Both core temperature predictions yield reasonably good 
estimates of the measured core temperature; the variable property 
calculation giving slightly better agreement. Apparently, the calcu
lation technique of Raithby, et al. may be applied with some confi
dence even somewhat beyond its supposed range of validity (A £ 
5). 

Vertical temperature profiles at the positions x/L : , and I are 
plotted in Figs. 5, 6, and 7, respectively for the case of kp* « 1 (adi
abatic partitions). All the data in these figures were taken in the Raj, 
range, 1010 < Rat ^ 1011. Over this range it was found that for fixed 
Ap the non-dimensional temperature profiles are virtually indepen
dent of the Rayleigh number. It should be pointed out that no attempt 
was made to measure the temperature distribution in the thin 
boundary layers adjacent to the enclosure floor and ceiling. Detailed 
numerical computations for the case, Ap = 1, have shown that for large 
Ra/, the temperature gradient at the adiabatic surfaces approaches 
zero only in a very small region near the surface [9]. Measurements 
were not made in this region and therefore the data often exhibit an 
apparent non-zero gradient at y/H = 0 and 1. Note also that for ap
erture ratios of f and \ the temperature profiles at each x position are 
very close to the profiles measured with no partial division (Ap = 1) 
for values of y/H S Ap. This indicates that for aperture ratios at least 
as small as \ the temperature field in the lower two quadrants of the 
partially divided enclosure is substantially unaffected by the partial 
division. However, for Ap = J the partial division apparently has the 
effect of causing a small temperature decrease for y/H ;S Ap. 

The profiles measured at x/L = \ (see Fig. (5)) exhibit a small region 
near y/H = Ap, where the temperature increases rapidly to the av
erage hot wall temperature, T/,. The temperature then remains very 
nearly constant for elevations greater than y =* h. It was in this region 
of large temperature gradient that small temperature fluctuations, 
of the order of 4°C, were detected during the experiments. The time 
scale, however, of the fluctuations could not be properly investigated 
due to the long response time of the measurement system. The finite 
temperature gradient at y = H in Fig. 5 is probably indicative of a 
small conduction heat loss through the enclosure ceiling since very 
little or no convection occurs in this region. Also, note in Fig. 5 that 
the temperature in the upper left quadrant slightly exceeds the av
erage hot wall temperature, TV The profiles measured at x/L = \ (in 
the aperture plane), Fig. 6, show a very rapid temperature increase 
in the region close to y/H = Ap. It is again emphasized (referring to 
Fig. 6) that the partial division seems to have little effect on the 
temperature below y =* h except for aperture ratios approaching \. 
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Table 2 Data for the case Ap = \, adiabatic partial division 

Run 

1 
2 
3 
4 
5 
6 
7 

R a t • 10-1 0 

4.21 
5.65 
3.46 
2.41 
6.94 
8.19 

10.2 

Pr 

3.8 
3.6 
3.9 
4.4 
3.4 
3.3 
3.1 

NuL 

142 
153 
135 
125 
157 
161 
170 

Qh 
(W) 

1290 
1680 
1050 
820 

1940 
2220 
2640 

Qc 
(W) 

1260 
1640 
1020 
780 

1930 
2210 
2580 

Qh-Qc 

Qh 

(%) 

2.3 
2.4 
2.9 
4.9 
0.5 
0.5 
2.3 

n 
(°C) 

63.0 
69.8 
59.4 
51.4 
75.2 
79.8 
86.5 

Tc 

(°C) 

29.6 
29.7 
30.8 
27.1 
29.6 
29.2 
30.3 

Th-Tc 

(°C) 

33.4 
40.1 
28.6 
24.3 
45.6 
50.6 
56.2 
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The effect of the partial divisions at x/L = f (Fig. 7) is to decrease the 
temperature for y/H i, Ap, the effect becoming stronger with de
creasing aperture ratio. This behavior seems reasonable because for 
a non-conducting partition as aperture ratio approaches zero: i.e., the 
completely divided enclosure, T -* Th for x < L/2 and T -*• Tc for 
x >L/2. 

In general, the measured temperature profiles seem to verify the 
statements made concerning the basic nature of the flow in the par
tially divided enclosure: i.e., the existence of an inactive core region, 
a region of very weak recirculation and a peripheral boundary-layer 
flow. 

Local hot wall heat transfer rates for experiments with and without 
adiabatic partial divisions are shown in table 1. (In this table, Qi 
represents the heat transfer rate over the lower one-third of the hot 
wall, while Q2 and Q$ are the rates for the middle and upper one-third, 
respectively.) The results of the seven heat transfer experiments for 
Ap=\ and kp* « 1 are listed in table 2. In all of the experiments the 
wall temperature difference was greater than 22°C but never exceeded 
61°C. The heat transfer data for conducting and non-conducting 
partitions are presented graphically in Figs. 8 and 9. Note that in Fig. 
9 the approximate Nusselt number prediction of Raithby, et al. [14] 
for undivided enclosures (Ap = 1) in the laminar boundary layer re
gime again gives a reasonably good estimate of the heat transfer in 
the enclosure of aspect ratio A = \, even though this prediction was 
generated on the basis of rather tall, narrow enclosures: i.e., vertical 
layers with At 5. From the data in Figs. 8 and 9 the following corre
lations were generated for the cases of conducting and non-conducting 
partial divisions: 

NuL = 0.748 Ap°-2m RaL
0-226 (conducting partitions) (2) 

NuL = 0.762 Ap0A™ RaL0 2 2 6 (non-conducting partitions) (3) 

where the root-mean-square deviation of the data from the correla
tions are 2.5 and 3.8 for conducting and non-conducting partitions,, 
respectively. Note from Figs. 8 and 9 that there is virtually no dif
ference in the Rayleigh number dependence of the Nusselt number 
as Ap is varied, that is, all curves have roughly the same slope re
gardless of the aperture ratio. This behavior was also found at a lower 
Raz,, with air [20]. Also note that the heat transfer dependence on Ap 

increases substantially (the exponent of Ap in equations (2) and (3) 
changes approximately from 4 to 2) when the enclosure is partially 
divided by a non-conducting rather than by a conducting partition. 
This increased dependence on Ap supports the earlier observation 
that the flow recirculation in the upper left-hand quadrant of the 
partially divided enclosure is severely limited by non-conducting 
partition materials. Thus, adiabatic partitions represent an increased 
resistance to the heat transfer across the enclosure with a greater re
sulting sensitivity to the aperture ratio. 

It is noted that the above cited results for the dependence of the 
heat transfer on Ap do not agree with the results of the low Rayleigh 
number experiments with air [20]. Duxbury's data for enclosures of 
aspect ratio, A = §, with conducting partitions, are found to be rea
sonably well correlated by a relation of the form given by equation 
(2) with an aperture ratio dependence of AP

0A1 rather than Ap
0-256 

as was found in this study. However, this discrepancy is not too sur
prising since the two experiments were carried out at different values 
of Pr (0.7 in [20] versus 3.5 for this study) and at widely different 
values of Raz, (106 versus 1010). In addition, it is believed that the 
substantial heat losses (15-40 percent) from the experimental cells 
of Duxbury may have adversely effected the accuracy of his re
sults. 

Conclusions 
Experiments with water in a partially divided rectangular enclosure 

have revealed the existence of three relatively distinct regions at 
Rayleigh numbers approaching 1011: i.e. the existence of an inactive 
core region, a region of very weak recirculation and a peripheral 
boundary-layer flow. The partial divisions were also shown to sig
nificantly decrease the overall heat transfer, especially when the 

partitions were non-conducting. Also, laminar-transitional flow 011 
the enclosure vertical surfaces was found to be suppressed markedly 
by the presence of the divisions. These results could be significant with 
respect to design considerations in solar heating applications. 

It is recommended that further study be directed toward the de
termination of the separate effects of Prandtl number and aspect ratio 
on the heat transfer. It is not clear, for example, how much of the 
discrepancy found between Duxbury's results and the present results 
is due to differences in Raz, (106 versus 1010) or due to differences in 
Pr (0.7 versus 3.5). Extending the range of RaL to larger values should 
also serve to expose the role of partial divisions in retarding the 
transition to turbulent flow, a subject which has only been alluded 
to in the present work. Finally, a more detailed accounting of the local 
fluid velocities within the enclosure would be instrumental in gaining 
an. understanding of the rather complex flow observed in these ex
periments. 
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Natural Convection Heat Transfer 
Coefficients for a Short Horizontal 
Cylinder Attached to a Vertical 
Plate 

Experiments were performed to investigate the natural convection heat transfer charac
teristics of a short isothermal horizontal cylinder attached to an equi-temperature verti
cal plate. The apparatus was designed so that the cylinder could be attached to the plate 
at any one of three positions along the height of the plate. Two cylinders were employed 
(one at a time) during the course of the experiments, one of which had a length equal to 
its diameter while the other had a length that was half the diameter. At each attachment 
position and for each cylinder, the Rayleigh number {based on the cylinder diameter) 
ranged from 1.4 X 10* to 1.4 X 105. It was found that the interaction of the flat plate 
boundary layer with the cylinder brought about a reduction of the cylinder Nusselt num
ber relative to that for the classical case of the long isolated horizontal cylinder without 
end effects. The respective deviations of the Nusselt numbers for the shorter and longer 
of the participating cylinders from the literature correlation for the isolated cylinder were 
twenty percent and ten percent. At a given Rayleigh number, the cylinder Nusselt num
ber was quite insensitive to the position of the cylinder along the plate, with the typical 
data spread due to height being in the 5-7 percent range. The Nusselt number was also 
rather insensitive to cylinder length, showing a ten percent increase as the length-diame
ter ratio was increased from one-half to one. 

Introduction 
Natural convection heat exchange devices, such as those employed 

in the cooling of electronic equipment, may involve the interaction 
of buoyant streams individually induced by heating (or cooling) at 
the various surfaces which comprise the device. Such an interaction 
occurs when a heated horizontal cylinder is attached at one of its ends 
to a heated vertical plate. The upward-moving natural convection 
boundary layer flow induced by the plate impinges on the cylinder 
which, in its own right, induces a buoyant upflow. This physical sit
uation, which is the subject of the present experiments, not only 
constitutes a prototype study of natural convection interactions, but 
it also models the use of cylindrical fins to enhance the natural con
vection heat transfer from a vertical surface. Aside from fins, there 
may be cylinder-like protuberances on natural-convection cooled 
vertical surfaces, and the present research also applies to that situa
tion. 

The experiments were performed with a highly polished, isothermal 
vertical plate serving as the host surface fo the equi-temperature 
horizontal cylinder, which was also polished to a mirror-like finish. 
The plate was designed so that the cylinder could be attached to it at 
any one of three positions along its height, respectively ajdacent to 
the lower edge of the plate, at mid-height, and adjacent to the upper 
edge of the plate. This design feature was provided so that the cylinder 
might encounter flat plate boundary layers of different thickness. 

Three parameters were varied during the course of the experiments. 
As already mentioned, one of these is the position of the cylinder at 
various distances from the leading edge of the plate. At each fixed 
position, the temperature difference between the equi-temperature 
surfaces and the ambient was varied systematically, so that the cyl
inder Rayleigh number ranged from about 104 to 105. Cylinders of two 
different length-diameter ratios were employed during the course of 
the experiments. One cylinder had a length equal to its diameter, while 
the length of the second was half that of the first. The selection of the 
latter cylinder was made with a view to increasing the portion of the 
cylindrical surface that is washed by the boundary layer of the plate. 
The experiments were performed in air. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 19,1981. 

The main focus of the work is the determination of the heat transfer 
characteristics of the cylinder and the identification of the effects of 
the plate-cylinder interaction. Cylinder Nusselt numbers are reported 
as a function of the Rayleigh number, with special attention being 
given to how the Nusselt number is affected by the elevation at which 
the cylinder is attached to the plate and by the length-diameter ratio 
of the cylinder. Comparisons are also made between the present re
sults and literature information for the classical single isolated cyl
inder. Furthermore, to provide perspective for certain remarkable 
features of the results, representative velocity and temperature pro
files for the flat plate boundary layer are presented. 

In recognition of the relatively low values of the natural convection 
heat transfer coefficient for surfaces situated in air, special precau
tions are employed to defend against extraneous heat losses due to 
conduction and to radiation. The special features of the apparatus 
and the procedures used to ensure results of high accuracy will be 
described in detail. 

The spatial uniformity of the cylinder temperature and the equality 
of the cylinder and plate temperatures imply, relative to a fin, an ef
ficiency of unity. Fin efficiencies in the neighborhood of unity are 
quite realistic for metallic fins which transfer heat to air via natural 
convection. 

A search of the literature failed to reveal any published work related 
to the subject of the present research. A few papers were found which 
dealt with the interactions between clusters of horizontal cylinders 
[1-3]; in these cases, the cylinders were very long relative to their di
ameters and there were no wall attachments. Some work was en
countered on interactions between surfaces in internal natural con
vection (i.e., within enclosures), but those configurations are quite 
remote from the present physical situation. 

Experimental Apparatus and Procedure 
Appara tus . A pictorial view of the experimental apparatus is 

presented in Fig. 1. As seen there, a vertical aluminum plate is framed 
by styrofoam block and sheet insulation. A horizontal cylinder is 
shown implanted in the plate surface at a point midway along the 
height of the plate. The mid-height position is one of three at which 
the cylinder can be attached to the plate. The other two positions are 
indicated by dashed circles on the plate surface. All three cylinder 
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positions are situated along the spanwise centerline of the plate. Also 
shown in the figure are styrofoam side baffles whose function was to 
prevent transverse fluid flows along the laterial edges of the plate. The 
suspension of the plate was accomplished by a pair of monofilament 
nylon lines attached to the upper edge of the plate by eyebolts, this 
suspension arrangement having been chosen to avoid extraneous heat 
conduction. The lines terminated in a wooden frame situated above 
the apparatus. 

The plate is a rectangle, 45.72 cm high by 30.48 cm wide (18.00 by 
12.00 in.), with a wall thickness of 1.250 cm (0.492 in.). Its edges were 
carefully machined to ensure parallelism, while the exposed face was 
subjected to a painstaking polishing procedure [4] which produced 
a surface finish which can be characterized as "highly polished" from 
the standpoint of thermal radiation properties. The plate was heated 
by electrical resistance wire affixed to its rear surface. The wire was 
deployed to give a heat flux distribution that varied approximately 
as the inverse one-quarter power of the distance from the leading edge, 
in accordance with the natural convection boundary layer solution 
for uniform wall temperature. In no case did measured nonunifor-
mities of temperature at the exposed surface of the plate exceed l j 
percent of the surface-to-ambient temperature difference (the plate 
thermocouples and their deployment will be discussed later). 

To accommodate the horizontal cylinder, three holes were ma
chined through the thickness of the plate at the positions shown in 
Fig. 1, respectively with centers situated 5.08, 22.86, and 40.64 cm (2, 
9, and 16 in.) above the leading edge. Since only one cylinder was 
employed during a given data run, the other two holes were closed by 
specially machined plugs which, when in place, provided a hydrody-
namically smooth surface for the airflow. The hole diameter was made 
to accommodate either a 1.905 cm (0.750 in.) dia plug for the closed 
holes or a Delrin plastic bushing of the same diameter which served 
as a liner for the hole in which the cylinder was to be implanted. 

Each of the plugs consisted of an aluminum face pressed into a 
threaded brass body (brass was used to avoid galling). The underside 
of the face was contoured to precisely match the countersunk hole in 
which it fit. To promote heat conduction from theplate proper into 
the plug, a significant area of contact was provided along the beveled 
surfaces of the hole and plug. As a result, the temperature of a plug 
never differed by more than 1 fiV from that of the surrounding 
plate. 

As was noted earlier, the rear face and the edges of the plate were 
thermally isolated from the surroundings by styrofoam sheet and/or 
block insulation, which was employed in a thickness of 13 cm (5 in.). 
A thin layer of fiberglass was positioned immediately adjacent to the 
rear face of the plate (i.e., between the plate and the styrofoam) in 
order to provide a yielding bearing surface for the wires that were led 
out of the plate and cylinder. Fiberglass was also placed in the chan
nels that had been recessed into the styrofoam to allow passage for 
the monofilament nylon support lines. Counterweights in conjunction 
with leveling screws in the support structure facilitated vertical 
alignment of the plate surface and horizontal alignment of the plate 
leading edge, with both alignments being viewed with a hairline-
equipped cathetometer. 

INSULATION 

Fig. 1 Pictorial view of the experimental apparatus 

Attention will now be turned to the test cylinders. Two cylinders 
were fabricated, each from a solid piece of aluminum. Each cylinder 
consisted of a convection section (i.e., the portion exposed to the 
airflow) and a threaded integral shank which mated with the Delrin 
liner of the host aperture of the plate. For both cylinders, the diameter 
of the convection section (hereafter called the cylinder diameter), was 
4.000 cm (1.575 in.). The respective lengths of the convection portion 
of the cylinders (hereafter called the cylinder length) were 4.000 and 
2.000 cm (1.575 and 0.787 in.). The shank was 1.27 cm (0.50 in.) in 
diameter and 1 cm ( | in.) long. 

Each cylinder was bored axially from the shank end to create a 
0.953-cm (0.375-in.) dia cavity to accommodate a specially wound 
heating element. The cavities for the two cylinders respectively ter
minated 0.762 and 0.381 cm (0.300 and 0.150 in.) from the circular end 
face of the convection portion of the cylinder. Each heating element 
consisted of a hollow Delrin cylinder wound with electrical resistance 
wire. The outer surface of the Delrin was slotted axially, with the slots 
being spaced at 30 deg intervals around the circumference. Heating 
wire,.0.008-cm (0.003-in.) dia teflon-coated chromel thermocouple 
wire, was laid in the slots in a back and forth arrangement. The heater, 
when completely assembled, was press fit into the cavity. 

The heater design and the choice of heating wire were made to at
tain the highest possible resistance and, thereby, to keep the electric 
current flow as small as possible. Small currents enabled the use of 
small diameter copper lead wires (0.0254 cm, 0.010 in.) to deliver the 
power to the heater, thereby minimizing the possibility of extraneous 
heat losses by conduction. For this same reason, voltage tap wires, 
used for measuring the voltage drop across the heating element, were 
of 0.008-cm (0.003-in.) dia constantan. 

^Nomenclature. 
A = surface area 
C = constant in equation (15) 
C\ = constant in equation (16) 
cp = specific heat 
D = cylinder diameter 
-E = voltage across cylinder heater 
F = angle factor 
g = acceleration of gravity 
h = cylinder heat transfer coefficient 
1 = current through cylinder heater 
k = thermal conductivity 
L = cylinder length 

Nu = cylinder Nusselt number, hD/k 

Q = natural convection heat transfer from 
cylinder 

Qr = radiation heat transfer from cylinder 
Qrd = direct component of Qr 

Qrr = reflected component of Qr 

Ra = cylinder Rayleigh number, equation 
(13) 

Tw = temperature of cylinder and plate 
T r = reference temperature, equation (14) 
T«, = ambient air temperature and room wall 

temperature 
xc = distance between plate leading edge and 

lower stagnation point of cylinder 
a = absorptivity of cylinder 

/3 = thermal expansion coefficient 
e = emissivity of cylinder and plate 
0„4 = shifted radiation temperature, (Tw

4 -
T„ 4) 

\x = viscosity 
p = density 
p p = reflectivity of plate 
a = Stefan-Boltzmann constant 

Subscr ipts 

cc = cylindrical surface of cylinder 
ct = tip of cylinder 
p = plate 
s = fictive black surface 
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As will be elaborated shortly, a main objective of the experimental 
procedure is the total elimination of heat transfer between the test 
cylinder and the host plate. Although the main factor in the defense 
against conduction is the attainment of temperature equality of the 
cylinder and plate, steps were also taken to minimize direct contact. 
In particular, contact between the plate-adjacent face of the cylinder 
and the plate surface was avoided by the presence of an O-ring seated 
in a circular groove in the face, adjacent to the outer rim. With the 
cylinder installed in the plate, the O-ring was compressed so as to leave 
a gap of 0.013 cm (0.005 in.) between the cylinder face and the 
plate. 

Another factor in the defense against conduction between the plate 
and the cylinder was the Delrin liner which separated the shank of 
the cylinder from the plate. The liner, a relatively poor heat conductor, 
served as a thermal resistance which amplified the plate-to-cylinder 
temperature difference in the presence of a heat flow. This heightened 
sensitivity facilitated the nulling-out of the heat transfer. 

Instrumentation and Experimental Procedure. The instal
lation and function of the thermocouples in the plate and the cylinder 
will now be described. The characteristics of the thermocouple wire 
(i.e., small diameter, low thermal conductivity, high sensitivity) were 
selected with a view toward minimizing conduction-related mea
surement errors and maximizing resolution of small temperature 
differences. This objective was fulfilled by 0.008 cm (0.003 in.) dia 
teflon-coated chromel and constantan wire that was especially cali
brated for these experiments. 

There was a total of 12 thermocouples embedded in the wall of the 
flat plate, with the junctions positioned 0.076 cm (0.030 in.) from the 
surface exposed to the airflow. Each of the three cylinder-installation 
apertures was surrounded by three thermocouples, while the re
maining three thermocouples were positioned adjacent to the lateral 
edges of the plate. The three aperture-adjacent thermocouples were 
located 120 deg apart on a 2.223-cm (0.875-in.) dia circle concentric 
with the aperture. These thermocouples were used to attain a precise 
match-up of temperatures with a corresponding trio of thermocouples 
situated in the shank of the test cylinder. 

Each of the test cylinders was equipped with six thermocouples. 
Three of these were positioned in the convection portion of the cyl
inder, with the respective junctions situated 0.076 cm (0.030 in.) from 
the nearest exposed surface. The other three thermocouples were 
located in the shank of the cylinder, positioned in especially machined 
axial slots spaced at 120 deg intervals around the circumference of 
the shank. These thermocouples were so installed (and fixed with 
copper oxide cement) that when the cylinder was in place in any one 
of the plate apertures, there was precise angular and axial alignment 
of the three shank thermocouples and three plate thermocouples. 

All lead wires from the cylinder emerged through the rear end of 
the shank. To avoid extraneous heat conduction effects, these wires, 
as well as those from the plate, were held against the rear face of the 
plate (an isothermal surface) by tape as they were led off to the side 
and out of the apparatus. 

In addition to the plate and cylinder temperature measurements, 
the temperature of the ambient air was sensed (and possible strati
fication detected) by a vertical array of three thermocouples, with the 
respective heights corresponding to those of the apertures in the plate. 
These thermocouples were mounted just to the side of the insulation 
which framed the plate and, because of their positioning, were com
pletely shielded with regard to radiation from the plate or the cyl
inder. 

All thermocouple interfaces (i.e., connectors and terminals) were 
maintained spatially isothermal by means of an enveloping aluminum 
block and/or insulation. The thermocouple emfs were read to 1 fiV 
by the very same digital voltmeter that had been used in the ther
mocouple calibration. 

Power for the fully independent plate and cylinder heating circuits 
was provided by a regulated a-c supply having unusual stability (e.g., 
0.03 percent over a three-day period). The power circuitry involved 
autotransformers for voltage control and a step-down transformer 
to increase the sensitivity of the control, thereby facilitating the 
precise balancing of the plate and cylinder temperatures that is the 

key factor in the attainment of accurate results. All heater-related 
voltages (current was measured as a voltage drop across a calibrated 
shunt) were read with a digital voltmeter having a rated accuracy of 
±0.15 percent of the reading. 

The experimental apparatus was situated in a laboratory room of 
dimensions 4.3 X 7.6 X 3 m (14 X 25 X 10 ft), which possessed re
markable thermal isolation and stability characteristics. The labo
ratory is, in fact, a room within a room. Its walls, ceiling, and floor are 
each backed by a 46 cm ( l j ft) thickness of cork, which provides ex
cellent thermal isolation. There are no ducts, grilles, vents, or heating 
pipes in the laboratory. The temperature of the air in the laboratory, 
as measured by fine thermocouple wires, is altogether devoid of 
fluctuations and is also very steady over long periods of time. Thermal 
stratification, even after long data runs, was negligible. To insure the 
absence of disturbances in the laboratory, all instrumentation and 
power supplies were situated in a room adjacent to the laboratory, the 
laboratory being sealed throughout the entire duration of each data 
run. 

Each data run was initiated by setting the plate and cylinder power 
inputs at levels which, based on experience with prior runs, would 
yield the desired surface-to-ambient temperature difference and a 
near balance between the emfs of the thermocouples in the cylinder 
shank and in the adjacent portion of the plate. Then, an equilibration 
period of at least eight hours was allowed before any readings were 
made and, at that time, note was taken of the degree of emf imbalance 
between the shank and plate thermocouples. The power to the cyl
inder was raised or lowered in order to reduce the imbalance to zero, 
and one to two hours were allowed for the reinstatement of steady 
state conditions before the effects of the power change were recorded. 
If an imbalance remained, a further change was made in the cylinder 
power, and this procedure was continued until the shank and adjacent 
plate thermocouples read the same emf. 

A high degree of temperature uniformity existed within each group 
of thermocouples. The three thermocouples embedded in the con
vection portion of the cylinder read identical values to within the 1 
/iV resolving power of the instrumentation. Among the three shank 
thermocouples, deviations of 1 |iV were typical, and deviations in the 
0 to 1 /xV range were encountered among the three thermocouples in 
the adjacent portion of the plate. To place these findings in perspec
tive, it may be noted that 1°C corresponds to 60 /uV for the thermo
couples employed and that the surface-to-ambient temperature dif
ferences of the experiment ranged from about 2.5 to 30°C. 

Data Reduction 
The procedures used to determine cylinder heat transfer coeffi

cients, Nusselt numbers, and Rayleigh numbers from the measured 
thermocouple emfs, power input, and barometric pressure will now 
be described. The starting point of the data reduction procedure is 
the definition of the average heat transfer coefficient for the cylinder 
(including both the cylindrical surface and the circular end face) 

h = QIA(TW - T„) (1) 

where Q is the rate of heat transfer by natural convection from the 
cylinder to the air, and A is the total exposed surface area 

A = TVDL + TTD2/4 (2) 

In this equation, D and L respectively represent the diameter and. 
length of the cylinder, numerical values for which have already been 
given for the two cylinders used during the course of the experi
ments. 

Typically, the readings of the various thermocouples installed in' 
the cylinder differed by no more than 1 jtV (i.e., <1/60°C), and the 
average of the thermocouple emfs was used to evaluate Tw in equation 
(1). For T- , the temperature of the ambient air at the elevation of the 
cylinder was employed. In this regard, it may be noted that virtually 
no stratification was observed, with typical ambient temperature 
variations between the elevations of the highest and lowest cylinder 
attachment points (35 cm, 14 in.) being confined to the 1 — 2 ft" 
range. 
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With regard to Q, the balancing of the cylinder and plate temper
atures nulls out conduction heat transfer between the cylinder and 
the plate. Therefore, the electric power input to the cylinder is equal 
to the sum of the rates of heat transfer from the cylinder by natural 
convection and by radiation. If E and / respectively denote the 
measured voltage and current for the cylinder heater and Qr is the 
radiation heat transfer from the cylinder, then 

Q = EI-Qr (3) 

Owing to the highly polished surface finish of the cylinders, Qr was 
always very small compared with the input power EI. At the highest 
power input, corresponding to (Tw — T„) ^ 30°C (54°F), calculations 
showed that Qr/EI ~ 5 percent. At the low power extreme, where (Tw 

- To.) ^ 2.3°C (4.1°F), Qr/EI ~ 8 percent. Notwithstanding the 
minor role of radiation, it was calculated with care for each case. The 
analytical basis for the radiation calculation will now be described. 

To facilitate the radiation analysis, it is convenient to shift the scale 
of T4 (T = absolute temperature). To this end, let 

so that 

0„ 4 = TJ - T„ 4 , Bw
4 = TJ - 7 V = 0 (5) 

It should also be noted that T„ denotes both the temperature of the 
air and the temperature of the walls of the laboratory. Furthermore, 
the laboratory room closely fulfills all the requirements of a blackbody 
enclosure. Therefore, the radiant energy flux streaming through the 
room is blackbody radiation corresponding to T„ 4 or, in the trans
formed scale, to 8„4. 

The simplification afforded by the T4 shift, equation (4), is that 
neither the cylinder nor the plate emits thermal radiation. Rather, 
in terms of d4, these surfaces are at zero temperature. The laboratory 
room is filled with blackbody radiation aff„4 per unit time and area. 
An analysis will now be carried out to determine, under these cir
cumstances, how much radiation is absorbed by the cylinder. The 
magnitude of the thus-absorbed radiant energy is equal to the ra
diation heat transfer Qr from the cylinder under the actual operating 
conditions (i.e., prior to the shift of the T4 scale). 

The energy absorbed by the cylinder can be regarded as having two 
components. One of these stems from the blackbody radiant flux <r0„4 

that is directly incident on the cylinder. The other stems from the 
reflection of <T0„4 by the plate onto the cylinder. These two contri
butions to Qr will be respectively designated as Qrd (direct) and Qrr 

(reflected). Furthermore, owing to the mirror-like surface finish of 
the plate, it can be regarded as a specular reflector. 

To further facilitate the analysis, it is convenient to envision a black 
surface S in a form of a tent whose base is the vertical plate. The exact 
shape of S is arbitrary but it must extend beyond the tip of the cyl
inder (i.e., the cylinder is wholly within the tent-like surface). If S 
emits radiation <r(L4 per unit time and area, then it is completely 
equivalent to the radiant flux a8„4 which streams through the labo
ratory. 

If Acc and Act respectively denote the areas of the cylindrical and 
tip surfaces of the cylinder and As is the area of the Active surface S, 
then the direct component Qrd of the absorbed radiation is 

Qrd = a(o6JAsFs-cc + <r6L 4ASFS-Ct) (6) 

where Fs-cc and Fs-Ct are angle factors for radiation travelling be
tween S and cc and between S and ct, and a is the absorptivity of the 
cylinder surface. When angle factor algebra is employed, e.g., ASFS-CC 

= ACCFCC-S, and note is taken of the fact that Fct-S = 1, it follows 
that 

Qrd = aadJ(AccFcc-5 + Act) (7) 

Furthermore, if Fcc-P denotes the angle factor for radiation travelling 
from Acc to the plate, it is apparent from angle factor algebra that 

Fcc-s = 1 — Fcc-P (8) 

With regard to the component Qrr, it may be noted that the black 
body radiation from S which arrives at the cylinder via specular re
flection from the plate appears to originate at the plate surface. 
However, owing to the fact that the plate is not a perfect reflector, <r0„4 

is derated by pp, the reflectivity of the plate. Therefore 

Qrr = OLodJppApFp-cc (9) 

where note has been taken of the fact that Fp-Ct = 0. When angle 
factor algebra is employed, equation (9) becomes 

Qrr = a>O0«,4ppAccFcc-p (10) 

Equations (7) and (10) may now be added together to yield Qr, with 
account being taken of equation (8) and of the fact that the plate and 
cylinder have the same emissivity e (where a = c and pp = 1 — e), so 
that 

Qr = ea(Tw
4 - T„4)(ACC(1 - eFcc-p) + Act) (11) 

An expression for Fcc-P has been derived in Appendix B of [4]. When 
the cylinder is positioned in the central aperture in the plate, Fcc-P 

= 0.3485 and 0.4230, respectively for the longer and shorter cylinders. 
The corresponding numerical values for the cylinder positioned ad
jacent to either the leading and trailing edges of the plate are 0.2024 
and 0.3074. 

Equation (11) enables the evaluation of Qr for both the shorter and 
longer cylinders. On the basis of [5] and [6], e was taken to be 0.04. 
Auxiliary computations, to be reported shortly, were made for e = 0.05 
to examine the sensitivity of the resulting natural convection heat 
transfer coefficients to the value of e. 

With the determination of Qr, the convective heat transfer rate Q 
follows from equation (3) and the heat transfer coefficient h is then 
evaluated from (1). 

The h values will be reported in dimensionless form via the Nusselt 
number 

Nu = hD/k (12) 

The Nusselt number results will be parameterized by the Rayleigh 
number 

Ra = gr3p2cpDHTw-T«,)/rlk (13) 

It may be noted that the cylinder diameter D has been used as the 
characteristic dimension. Since both test cylinders have the same 
diameter, this choice enables comparisons of Nusselt numbers for the 
two cylinders to be regarded as direct comparisons of heat transfer 
coefficients. Furthermore, as can be shown from the results, the use 
of the cylinder length as a characteristic dimension instead of the 
diameter leads to a less compact correlation of the results. 

Equations (12) and (13) contain a number of thermophysical 
properties. Aside from ft these were evaluated at the reference tem
perature Tr suggested in [7] 

Tr = Tw- 0.38(7^ - T„) (14) 

and /3 = 1/Ta. The measured barometric pressure was used in the 
determination of the density p. 

Results and Discussion 
Physical Aspects of the Plate-Cylinder Interaction. In the 

presentation which follows, various possible manifestations of the 
interaction between the buoyant flows induced by the plate and the 
cylinder will be examined. It is well known that the boundary layer 
on a heated vertical plate grows thicker along the height of the plate. 
Along with the increase in thickness, both the velocity and tempera
ture of the fluid within the boundary layer increase with height. 

From the standpoint of a plate-attached horizontal cylinder, the 
up-moving boundary layer flow induced by the plate appears similar 
to an oncoming forced convection flow. The existence of such an on
coming flow reinforces the buoyant flow that is induced by the cyl
inder itself. The thus-augmented velocity field should give rise to 
higher heat transfer coefficients for the cylinder. Furthermore, owing 
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to the increase of the flat-plate-induced velocities with height, the 
velocity-related enhancement of the heat transfer coefficient should 
be greater as the cylinder is positioned increasingly farther from the 
leading edge. 

In direct conflict with the aforementioned velocity-related en
hancement is the preheating effect due to the plate. Owing to the heat 
transfer from the plate to the air that passes along it, the temperature 
of the plate-induced airflow that arrives at the cylinder is higher than 
the ambient temperature. Thus, the effective cylinder-to-air tem
perature difference is less than the temperature difference between 
the cylinder and ambient, and this tends to degrade the heat transfer 
coefficient. The extent of the degradation should be greater when the 
cylinder is positioned at higher elevations along the plate, since the 
preheating effect of the plate increases with height. 

The foregoing discussion sets forth the conflicting effects of the 
presence of the plate on the cylinder heat transfer coefficient. Since 
both the opposing effects are stronger at greater elevations along the 
plate surface, it is not evident, a priori, whether increasing elevation 
will favor the triumph of one or the other. 

Another factor, related to the foregoing velocity and preheating 
effects, but still a separate issue, is the extent of the cylinder surface 
that is washed by the flat plate boundary layer. For a cylinder of given 
length more and more of the surface will be affected by the flat plate 
boundary layer as the cylinder is positioned at higher elevations. 
Furthermore, since the thickness of the flat plate boundary layer 
varies inversely with the quarter power of the plate-to-ambient 
temperature difference, a greater portion of the cylinder surface will 
be affected by the presence of the flat plate when the temperature 
difference is small. In the present experiments, the magnitude of the 
temperature difference is reflected by the numerical value of the 
Rayleigh number, so that small Rayleigh numbers should give rise 
to greater plate-cylinder interactions. Finally, at a given position of 
attachment and temperature difference, a shorter cylinder should be 
more affected by the presence of the flat plate than a longer cyl
inder. 

The foregoing discussion sets the stage for the presentation of re
sults. As motivated by that discussion, the effects of three factors on 
the cylinder Nusselt number will be set forth: (o) Rayleigh number, 
(b) height at which the cylinder is attached to the plate, and (e) cyl
inder length. A fourth focus of the presentation is a comparison of the 
present results with literature correlations for the single, long hori
zontal cylinder (presumably without end effects). 

Nusselt Numbers. The cylinder Nusselt number results are 
presented in Figs. 2-4 as a function of the Rayleigh number. The first 
of these figures conveys results for the shorter cylinder, while the 
second pertains to the longer cylinder. Figures 2 and 3 are each made 
up of two parts. In the upper part, the experimental data are compared 
with various literature correlations for a single, long cylinder without 
end effects. The lower part shows the data plotted as Nu/2 in order 
to obtain a presentation separate from that of the upper part. The 
straight lines that appear in the lower part represent least-squares 
power-law fits of the data. As seen in the key at the lower right of Figs. 
2 and 3, the different data symbols identify the position xc/D at which 
the cylinder is attached to the plate, where xc is the distance from the 
leading edge of the plate to the lower stagnation point of the cylinder 
and D is the cylinder diameter. The Nusselt number data for the 
shorter and longer cylinders are brought together and compared in 
Fig. 4, as will be discussed shortly. 

The Nusselt number results presented in Figs. 2-4 correspond to 
a data reduction procedure in which the emissivity of the polished 
aluminum surfaces was taken to be 0.04. Nusselt numbers corre
sponding to an emissivity of 0.05 were from 1.2 to 2.3 percent lower 
than those of the figures. 

Attention will first be focused on the results presented in the lower 
parts of Figs. 2 and 3. To begin, consideration may be given to the 
effect of the position xc/D at which the cylinder is attached to the 
plate. This effect may be identified by taking note of the spread among 
the three data points, each corresponding to a different xc/D, that are 
clustered at the various Rayleigh numbers at which the experiments 
were performed. 

Nu/2 

Fig. 2 Average Nusselt number results tor the shorter cylinder (UD = §). 
The literature correlations A, B, C, D, and E are identified in the text 
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Fig. 3 Average Nusselt number results for the longer cylinder (UD = 1). 
The literature correlations A, B, C, D, and E are Identified in the text 
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Fig. 4 Comparison of Nusselt number results for the shorter and longer 
cylinders 

Such an examination reveals that at a given Rayleigh number, the 
cylinder Nusselt number is surprisingly insensitive to the position (i.e., 
the elevation) at which the cylinder is attached to the plate. The 
largest position-related variations are in the 15 percent range and 
these occur at the lower Rayleigh numbers for the shorter cylinder. 
At the higher Rayleigh numbers for the shorter cylinder and for all 
Rayleigh numbers for the longer cylinder, the data spread is in the 
5-7 percent range. Furthermore, the lowest Nu values are encountered 
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with the cylinder at the middle position, xc/D = 5.22, signalling a 
nonmonotonic variation of Nu with xc/D. 

The aforementioned tendency toward lesser sensitivity of Nu to 
xc/D with increasing Rayleigh number and greater cylinder length 
is physically reasonable. In both instances, a lesser fraction of the 
cylinder is washed by the flat plate boundary layer, so that the cyl
inder is less affected by the presence of the plate. 

The general insensitivity of the Nu values to xJD is worthy of 
special note. This insensitivity will appear even more remarkable 
shortly, when the significant increases with elevation of the temper
ature, velocity, and boundary layer thickness of the flat-plate-induced 
flow are displayed. Considering the already-discussed enhancing effect 
on Nu of the flat-plate-induced flow and the degrading effect of the 
plate-related preheating of the air, it must be concluded that the net 
balance between these effects is little influenced by the position of 
the cylinder. Furthermore, the net balance is only modestly affected 
by Rayleigh number (i.e., temperature difference) for the shorter 
cylinder and is independent of Rayleigh number for the longer cyl
inder. Such insensitivity has to be regarded as unexpected. 

These unexpected findings stimulate curiosity about the influence 
of cylinder length, and Fig. 4 may be examined in this regard. Here, 
the Nusselt number data for the two cylinders are plotted as a function 
of the Rayleigh number. Black and open symbols are used to distin
guish the two sets of data. As seen in the figure, the Nusselt numbers 
for the longer cylinder are somewhat higher than those for the shorter 
cylinder. Since the plate-cylinder interactions are smaller for the 
former than for the latter, it may be concluded that the net effect of 
the presence of the plate is to diminish the cylinder heat transfer 
coefficient. Further evidence of this tendency will be displayed 
shortly. 

The differences between the two sets of Nusselt numbers are 
modest. The typical differences are in the 10 to 15 percent range, 
except when the cylinder is at the lowest position, where the typical 
differences are about five percent. Considering the coverage of the 
cylinders by the flat plate boundary layer (to be displayed shortly), 
larger differences might have been expected. 

Nusselt Number Correlations and Literature Comparisons. 
A correlation of the Nusselt numbers was sought in the form 

Nu = CRa" (15) 

where C and n may depend on the position at which the cylinder is 
situated on the host plate, as well as on the LID of the cylinder. Table 
1 lists the C and n values for the various cases investigated, as de
termined from a least-squares fit. 

Inspection of Table 1 indicates that the exponent n is quite close 
to the value 0.25, which is the commonly encountered exponent for 
external natural convection flow when the laminar boundary layer 
regime prevails. Therefore, an alternative fit of the data was sought 
in the form 

Nu = CiRa1/4 (16) 

with Ci values listed in Table 2. 
The solid lines passing through the data in Figs. 2 and 3 correspond 

to equation (16) and Table 2. A dashed line has also been plotted in 
Fig. 2 portraying equation (15) and Table 1 for the case of xc/D = 0.77 
and L/D = \. Aside from this case, the lines corresponding to equations 
(15) and (16) are hardly distinguishable. 

Table 2 enables certain conclusions to be drawn about the effects 
of cylinder position xc/D and cylinder aspect ratio L/D on the Nusselt 
number. It is evident from the table that the deviations between the 
L/D = \ and L/D = 1 cylinders increase as xJD grows larger, ranging 
from about 4 percent to 13 percent. Also evident is the nonmonotonic 
behavior of Nu with xc/D for a given aspect ratio. 

It is also of interest to compare the present Nusselt number results 
with literature values for horizontal cylinders. There is a large amount 
of available data for the horizontal cylinder, as witnessed by the 
compilation of Morgan [8]. Notwithstanding the size of the data bank 
or, perhaps, because of it, there are a number of competing correla
tions in the literature for the horizontal cylinder. Five of the most 

Table 1 Values of C and n for equation (15) 

L/D=\ LID = \ 
xJD C n C n 

0.77 0.572 0.219 0.486 0.238 
5.22 0.328 0.261 0.456 0.241 
9.66 0.399 0.248 0.410 0.257 

Table 2 Values of d for equation (16) 

L/D = \ L/D = 1 
Xc/D d Ci 

0.77 0.411 0.426 
5.22 0.371 0.415 
9.66 0.391 0.442 

accepted correlations have been evaluated for the operating conditions 
of the present experiments. These include: (a) Churchill ([9], equation 
(6)), (6) Fand ([10], equation (17)), (c) Morgan ([8], Table II), (d) 
Raithby ([11], equation (32)), and (e) McAdams ([12], equation 
(7-6a)). Among these, Morgan and McAdams specify that all par
ticipating thermophysical properties be evaluated at the film tem
perature, while Churchill and Raithby employ the same specification, 
except that j8 = 1/T„. Fand's correlation employs properties evaluated 
at a reference temperature equal to (Tw - 0.68(T„, - T„)). 

The results obtained from the literature correlations have been 
rephrased in terms of common thermophysical properties evaluated 
on the basis of equation (14) and (1 = 1/T„. The thus-rephrased results 
are plotted in the upper parts of Figs. 2 and 3 along with the present 
data. The designations A-E assigned to the curves are those of the 
preceding paragraph. 

Among the correlations, that of McAdams originally dates from 
1933 and is, therefore, based on limited data. The Churchill correla
tion is contemporary but, by examining Fig. 1 of [9], it is seen that the 
correlating line lies consistently below the data on which the corre
lation is based. The Morgan correlation is based on the largest sample 
of the presently available data. The near congruence of the Morgan, 
Raithby, and Fand correlations, taken together with the foregoing 
remarks about the other correlations, suggests that they be accepted 
as the best representation of the natural convection Nusselt number 
for the horizontal cylinder. 

Figures 2 and 3 show that the present Nusselt number results for 
relatively short, wall-attached horizontal cylinders fall below those 
for the single isolated cylinder. This confirms the previously stated 
conclusion that the net effect of the presence of the plate is to degrade 
the cylinder Nusselt number. The deviations are greater for the 
shorter cylinder than for the longer cylinder, as is physically reason
able. For the shorter cylinder, the present data lie about 20 percent 
below that for the isolated cylinder, while the deviation is only 10 
percent for the longer cylinder. These deviations are moderate, 
especially when viewed relative to the spread between the McAdams 
and Churchill correlations. For many design purposes, it would appear 
adequate to use the isolated cylinder correlation. 

Further Perspectives on the Results. To provide insights into 
the nature of the approach flow which washes the cylinders, velocity 
and temperature profiles for the heated vertical plate have been 
evaluated from [13] and are plotted in Figs. 5,6, and 7. Figure 5 shows 
both velocity and temperature profiles for the smallest temperature 
difference of the experiment, namely, Tw-T*, = 2.5° C. Profiles are 
plotted for the xc values corresponding to the lowest and highest 
positions of the cylinder on the host plate. Also appearing in the figure 
are heavy vertical lines which depict the cylinder length, respectively 
two and four cm. Figures 6 and 7 respectively display the boundary 
layer velocity and temperature profiles corresponding to the largest 
temperature difference investigated, i.e., Tw — T„ = 30°C. These 
figures contain results for the same two xc as in Fig. 5, and the lengths 
of the cylinders are also indicated. 

These figures display the marked increase of the boundary layer 
thickness with position along the plate, as well as the substantial in
creases of the temperature and velocity of the fluid within the 
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boundary layer. When account is taken of these height-dependent 
variations and of the indicated lengths of the cylinders (heavy vertical 
lines in Figs. 5-7), the experimentally determined insensitivity of the 
cylinder Nusselt number to height is truly remarkable. A similar as
sessment relates to the effect of Tw - Too, where the thinning of the 

DISTANCE FROM PLATE SURFACE (cm) 

Fig. 5 Velocity and temperature profiles In the flat plate boundary layer at 
xc = 3.08 and 38.64 cm, Tw - Tm = 2.5°C 
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Fig. 6 Velocity profiles in the flat plate boundary layer at xc = 3.08 and 38.64 
cm, Tw — r„ = 30°C 

28 

24 

20 

o 
i . 16 
h? 

•- 12 

8 

4 

- \ \ 

) 

\ Xc = 38.64 cm 

\ \ 3.08 

1 ! '. 3 < I 

boundary layer and the sharp increases of both the fluid temperature 
and velocity would be expected to affect the Nusselt number to a 
greater extent than is reflected in the data. 

As a final perspective on the results, attention is drawn to the fact 
that the reported Nusselt numbers encompass the average heat 
transfer performance of both the cylindrical surface and the circular 
end face (i.e., the tip) of the cylinder. It is desirable to estimate the 
relative rates of heat transfer at the two zones. However, in view of 
the extreme complexity of the problem, if any estimate is to be made, 
it must be based on a very simple model. 

To estimate the end-face heat transfer, it will be assumed that the 
face behaves like an isolated vertical circular plate situated in an 
otherwise quiescent fluid. Interactions with the cylindrical surface 
and with the flat plate boundary layer are, thereby, ignored, with this 
liberty being somewhat justified by the findings conveyed by Figs. 
2-4. For the calculation, it is assumed that the heat transfer along any 
narrow vertical strip of the end face depends only on the distance from 
the lower edge of the strip and that, furthermore, the dependence is 
the same as that for an isothermal vertical plate in air [14]. If the end 
face is regarded as being made up of an array of such strips, then the 
rate of heat transfer Qct is (ct ~ cylinder tip) 

Qct = 0A25kD(Tw - T„)Ra 1/4 (17) 

DISTANCE FROM PLATE SURFACE (cm) 

Fig. 7 Temperature profiles in the flat plate boundary layer at xc = 3.08 and 
38.64 cm, T„ - 7„ = 30°C 

To compare this estimate with the measured overall rate of con-
vective heat transfer Q from the cylinder, the power law correlation 
(16) may be used along with mean values of Ci = 0.39 and 0.46 for the 
shorter and longer cylinders (from Table 2). This gives rise to corre
sponding values of Qct/Q = 0.46 and 0.25. If Act denotes, as before, 
the area of the tip of the cylinder and A is the total area of the cylinder, 
then Act/A = i and £ for the two cylinders. 

By comparing Qct/Q with Act/A, it appears that the end face of the 
shorter cylinder carries a disproportionate share of the overall heat 
load, while for the longer cylinder the end face heat load is more in 
accord with its proportionate area. The relatively large end-face heat 
load for the shorter cylinder suggests that the heat transfer at the 
cylindrical surface is degraded by the presence of the plate boundary 
layer. For the longer cylinder, this effect should be smaller, and the 
comparison of Qct/Q with Act/A bears out this expectation. 

Concluding Remarks 
In the experiments performed here, three physical parameters were 

varied with a view toward influencing the natural convection inter
action between the boundary layer on a vertical isothermal plate and 
a short equi-temperature horizontal cylinder attached to the plate. 
The varied parameters included the elevation at which the cylinder 
is attached to the plate, the cylinder length, and the surface-to-fluid 
temperature difference (i.e., the cylinder Rayleigh number). 

With regard to the cylinder Nusselt number, it tends to be enhanced 
by the flat-plate-induced approach flow and to be degraded by the 
plate-related preheating of the approach flow. The net balance be
tween these conflicting effects was found to be quite insensitive to all 
of the varied parameters. At a fixed Rayleigh number, over most of 
the Rayleigh number range of the experiments, the elevation-related 
spread of the data fell in the 5-7 percent range, with a somewhat larger 
spread at the lower Rayleigh numbers for the shorter cylinder. The 
variation of the cylinder Nusselt number with elevation was not mo-
notonic. 

The net effect of the presence of the flat plate boundary layer is to 
degrade the cylinder Nusselt number, as witnessed by the fact that 
the Nusselt numbers for short wall-attached cylinders are lower than 
those for the single isolated cylinder without end effects. For the 
shorter cylinder, the data lie about 20 percent below the correlation 
for the isolated cylinder, while for the longer cylinder the deviations 
from the correlation are about 10 percent. 

The data, which cover the Rayleigh number range from 1.4 X 104 

to 1.4 X 106, could be correlated by the relation Nu = CiRa1/4, where 
Ci is a weak function of both cylinder elevation and cylinder length. 
An average value of Ci = 0.409 correlates the data to within ±8 per
cent. 
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Effect of Vertical Separation 
Distance and Cylinder-to-Cylinder 
Temperature Imbalance on Natural 
Convection for a Pair of Horizontal 
Cylinders 
Experiments were performed to study the interactive natural convection from a pair of 
heated horizontal cylinders situated one above the other in a vertical plane. Prime atten
tion was focused on how the heat transfer characteristics of the upper cylinder are af
fected by the presence of the lower cylinder. The vertical center-to-center separation dis
tance between the cylinders was varied from two to nine cylinder diameters. The cylinder-
to-cylinder temperature imbalance was also varied independently and systematically, 
with the wall-to-ambient temperature difference for the lower cylinder ranging from zero 
to three times that for the upper cylinder. Experiments were carried out for upper-cylin
der Rayleigh numbers from 20,000 to 200,000. It was found that for a given temperature 
imbalance and upper-cylinder Rayleigh number, the upper-cylinder Nusselt number 
takes on a maximum value as a function of separation distance. The separation distance 
for which the maximum occurs is in the range of seven to nine cylinder diameters. The en
hancement or degradation of the upper-cylinder Nusselt number relative to that for a sin
gle cylinder is strongly dependent on the separation distance, with degradation of the 
Nusselt number being more common at small separations and enhancement prevailing 
at larger separations. With regard to the temperature imbalance, its effect on the Nusselt 
number is of major importance at small separations but not at large separations. 

Introduction 
Natural convection heat transfer from a single horizontal cylinder 

has been intensively investigated in the past, as witnessed by extensive 
reviews [1, 2], There are numerous applications, however, where 
heating (or cooling) is accomplished by the use of two or more hori
zontal cylinders. Examples of such applications include space heating 
(e.g., baseboard heating), heating of oils, and heating or cooling of 
fluids in process plants. When the buoyancy-induced fluid flow from 
one of the cylinders washes others in the array, the impinged cylinders 
can no longer be assigned heat transfer coefficients from the available 
data bank for the single cylinder. There is, in fact, an uncertainty as 
to whether the multiple-cylinder heat transfer coefficients are larger 
or smaller than those for the single cylinder. 

The research described here is concerned with the natural con
vection interaction between horizontal cylinders, with specific con
sideration being given to a pair of horizontal cylinders situated one 
above the other in the same vertical plane. If both cylinders are 
heated, buoyant plumes will rise upward from each of them. The 
upward-moving plume from the lower cylinder will impinge on the 
upper cylinder and will affect its heat transfer characteristics via two 
distinct mechanisms. 

First, the fact that the fluid arriving at the upper cylinder is in 
motion (due to the buoyancy created by the lower cylinder) means 
that the upper cylinder is situated in what appears to be a forced 
convection flow. Consequently, on this account, the presence of the 
lower cylinder should enhance the heat transfer coefficient at the 
upper cylinder relative to that for the single cylinder. On the other 
hand, the heat transfer at the lower cylinder tends to raise the tem
perature of the fluid which arrives at the upper cylinder to a value that 
is higher than that of the ambient fluid. Thus, with respect to the 
upper cylinder, the lower cylinder acts as a preheater. This preheating 
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effect tends to decrease the heat transfer coefficient of the upper 
cylinder compared with that which would exist if the lower cylinder 
were absent. 

From the foregoing, it can be seen that the presence of the lower 
cylinder gives rise to effects which tend to have opposite influences 
on the heat transfer coefficients at the upper cylinder. It is important 
to note that the relative strengths of these effects vary with the vertical 
separation distance between the cylinders, both for laminar and 
turbulent plumes. In either case, the preheating effect should diminish 
as the separation distance increases. With regard to the fluid flow 
which is induced by the lower cylinder and impinges on the upper 
cylinder, the velocity of impingement increases with increasing sep
aration distance when the plume is laminar but is independent of the 
separation distance when the plume becomes turbulent. 

The aforementioned conflicting influences of the preheating and 
the velocity of approach make it uncertain whether the upper-cylinder 
heat transfer coefficient will be higher or lower than that of a corre
sponding single cylinder. Indeed, considering the differences in the 
strengths of these effects at different separation distances, it is pos
sible that the presence of the lower cylinder enhances the upper-
cylinder coefficients at certain separation distances and degrades the 
coefficients at other separation distances. These considerations 
suggest the possibility of an optimum separation distance where the 
heat transfer coefficient is a maximum. 

Another factor which has been tacitly left open in the foregoing 
discussion is the relative temperatures of the two cylinders. Whereas 
idealized operation in many applications gives rise to the same tem
perature for both cylinders,\he realities are often otherwise. Physical 
reasoning suggests that the existence of cylinder-to-cylinder tem
perature differences can significantly influence the upper-cylinder 
heat transfer coefficient. 

The preceding paragraphs set the stage for the research to be re
ported in this paper. The experiments will have two major foci. One 
is to systematically examine the effect of cylinder-to-cylinder sepa
ration distance on the upper-cylinder heat transfer coefficient, while 
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the other is to systematically investigate the influence of cylinder-
to-cylinder temperature imbalances. The experimental program was 
conducted in a manner so as to clearly delineate the separate roles of 
the separation distance and temperature imbalance, and the results 
will be presented in a manner so as to highlight the effects of these 
parameters. 

The operating conditions encompassed upper-cylinder Rayleigh 
numbers between 2 X 104 and 2 X 106 and separation distances 
(center-to-center) ranging from two to nine times the cylinder di
ameter. The wall-to-ambient temperature difference at the lower 
cylinder was varied from zero to as much as three times that of the 
upper cylinder. Since the experiments were performed in air, the 
Prandtl number was constant at a value of approximately 0.7. 

Interacting horizontal cylinders in natural convection have been 
studied experimentally [3-5], but there is no overlap between what 
has gone before and the work presented here. An important factor in 
the prior work is that the temperatures of the various participating 
cylinders were not independently controlled. In particular, when the 
separation distance was varied, the temperature imbalance between 
the cylinders also varied, but in a manner dictated by the heat transfer 
and fluid flow processes themselves [4,5]. Thus, trends exhibited there 
as a function of separation distance are affected by the accompanying 
variation of the temperature imbalance. Therefore, the separate ef
fects of separation distance and temperature difference were not 
identified. Another distinctive difference between the present work 
and the work referred to [4, 5] is the level of the Rayleigh number. In 
[4], the Rayleigh number was about 10~2, while in [5] the maximum 
Rayleigh number was 2000. As already noted, the present Rayleigh 
numbers ranged from about 2 X 104 to 2 X 106. 

Reference [3] was, in essence, a demonstration experiment which 
yielded only a single data point; in addition, all of the relevant oper
ating conditions of the experiment were not reported. 

The Experiments 
Experimental Apparatus. A schematic pictorial view of the ex

perimental apparatus is presented in Fig. 1. The essential components 
of the apparatus include a pair of thick-walled internally heated 
aluminum cylinders, a frame (not shown), which positions and sup
ports the cylinders, instrumentation for measurement of the cylinder 
surface temperature and the ambient temperature, a power supply 
for heating the cylinders, and side baffles for eliminating transverse 
fluid motions associated with possible end effects. 

Both cylinders shared a common length and diameter, which were 
fixed throughout the experiments, while the center-to-center vertical 
spacing S was varied parametrically. The upper cylinder will be 
designated as cylinder 2, while the lower is designated as 1. The 
electrical system was designed to enable the power supplied to the 
respective cylinders to be varied independently, thereby providing 
a means for establishing any desired temperature imbalance. 

Each of the two test cylinders had a finished outside diameter D 
= 3.787 cm and a length L = 76.2 cm. The cylinder length was the 
largest that could be employed consistent with the machine tools 
available for fabrication. Selection of the diameter was based on the 
desire to achieve relatively high Rayleigh numbers and also to allow 
a tube wall of sufficient thickness to ensure an isothermal surface 
boundary condition. The resulting 20 to 1 length-to-diameter ratio 
is believed to closely approximate an infinite-cylinder situation, 

especially in view of the measures employed to minimize end ef
fects. 

The cylinders were heated electrically by dissipating electric power 
through a resistance heating element. A two-part cylinder design was 
chosen to facilitate the installation of the resistance wire. Each cyl
inder consisted of an inner brass tube, which served as a core for the 
heating wire, and an outer aluminum tube. 

The inner brass tube had an outer diameter of 2.54 cm with a 0.318 
cm wall thickness and was cut to a length of 71.76 cm. Eight equally 
spaced longitudinal grooves were milled into its surface to receive and 
hold the heating wire, with circumferential grooves at the respective 
ends of the surface to facilitate series winding of the wire. The wire 
was 0.0254-cm diameter chromel clad with 0.00762-cm teflon insu
lation, the choice of wire type and size being based on maintaining the 
maximum anticipated current level below one ampere. 

The outer tube was of aluminum with an original outer diameter 
of 3.81-cm and a 0.635-cm wall thickness. Each tube was 76.2 cm in 
length. The bore of the aluminum tube was honed to facilitate the 
insertion of the heater core, and continuous low-resistance thermal 
contact was ensured by a coating of copper oxide cement which was 
applied just before the core was inserted. 

Tube wall temperatures were measured by seven thermocouples. 
Three of these were distributed around the circumference at an axial 
location midway between the ends of the cylinder. The other four were 
positioned along the top of the cylinder at axial distances of 17.8 and 
34.9 cm from the aforementioned mid-plane and to either side of it. 
To facilitate the installation of the thermocouples, a radial hole was 
drilled through the aluminum-brass assembly at each thermocouple 
location. Then, aluminum plugs, fabricated to the proper dimensions 
for a press fit into the radial holes, were each equipped with a ther
mocouple. The thermocouple leads for each plug were threaded 
through the drilled hole and passed through the bore of the heater and 
out one end (see Fig. 1). The plugs were pressed into the holes to a 
predetermined depth, subsequent to which the outer diameter of the 
tube was turned and then polished to the finished dimension (3.787 
cm). As a result of these operations, the exposed surface of each plug 
blended perfectly into the remainder of the aluminum surface, so that 

* AMBIENT 
THERMOCOUPLES 

THERMOCOUPLE AND 
POWER LEADS 

Fig. 1 Pictorial schematic view of the experimental apparatus 

.Nomenclature. 

A = cylinder surface area 
D = cylinder diameter 
F = radiation angle factor 
g - gravitational acceleration 
h = average cylinder heat transfer coeffi

cient 
k = thermal conductivity 
L = cylinder length 
Nu = Nusselt number, hD/k 
Nuo = single-cylinder Nusselt number 

Pr = Prandtl number 
Qconv = convective heat transfer rate 
Qr = radiation heat transfer rate 
Ra = Rayleigh number, (gfi(Tw - T„)D3/ 

i/2)Pr 
S = center-to-center cylinder separation 

distance 
Tf = film temperature, \(TW + T„) 
Tw = cylinder surface temperature 
T„ = ambient air temperature 

/? = thermal expansion coefficient 
e = radiative emissivity 
94^= scaled temperature variable, equation 

(2) 
v = kinematic viscosity 
a = Stefan-Boltzmann constant 

Subscripts 
1 = lower cylinder 
2 = upper cylinder 
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the plug locations could not be detected with the naked eye. The 
thermocouple junctions were situated 0.05 cm from the surface of the 
aluminum cylinder. 

To minimize conduction end losses via the thermocouple leads, 
which were led out of the apparatus, a low conductivity, small diam
eter wire was employed—0.0127-cm dia iron and constantan with a 
0.0076-cm thick teflon cladding. In order to minimize the role of ra
diation heat transfer, the surface of each aluminum cylinder was 
subjected to a painstaking polishing procedure. The end result was 
a surface finish which can be characterized as "highly polished" from 
the standpoint of thermal radiation properties. 

The frame that was designed to support and position the cylinders 
was of generally open construction (to avoid interfering with the flow), 
but possessed strength, stability, and adjustment capability. The 
upper cylinder was stationary with respect to the frame, with its 
horizontal alignment being accomplished by the leveling of the base 
plate of the frame. On the other hand, the position of the lower cyl
inder could be adjusted both vertically and horizontally, thereby 
enabling the two cylinders to be aligned parallel to each other in the 
same vertical plane. The design was such that the vertical center-
to-center separation distance between the cylinders could be varied 
continuously over a range of nine cylinder diameters. The minimum 
distance between the lower cylinder and the floor of the laboratory 
was 80 cm. 

Care was taken to minimize the thermal communication between 
the cylinders and the frame. This was accomplished by supporting 
the cylinders by point contact with a plexiglass finger inserted into 
the bore of the cylinder at each end. The fingers were 0.953-cm dia 
plexiglass rods which were shaped with a file to leave an up-pointing 
pyramidal protrusion on which the cylinder rested. 

The side baffles illustrated in Fig. 1 were installed as an additional 
protection against end losses and also to eliminate extraneous 
transverse fluid motions associated with the finite length of the cyl
inders. The baffles were made of resilient fiberglass insulation, one-cm 
thick, and hung in a vertical plane without further support. During 
the course of the experiments, as the separation distance between the 
cylinders was increased, the fiberglass curtain was lengthened. At any 
separation distance, the length of the curtain extended at least 15 cm 
below the lower cylinder and 7.5 cm above the upper cylinder. 

A vertical array of six thermocouples, deployed over a height of 50 
cm, was attached to the frame in order to measure the air temperature 
and to detect possible stratification. The thermocouples were made 
of the same small-diameter iron and constantan wire that had been 
used for the cylinder-wall thermocouples. In the installation of the 
thermocouple array, care was taken to shield the thermocouple 
junctions from radiation interaction with the cylinders. 

Thermal Environment. It is well known that natural convection 
is extremely sensitive to extraneous flows and disturbances in the 
environment. Therefore, to ensure consistent and highly accurate 
natural convection heat transfer data, it is necessary that the test 
environment be unusually quiescent and disturbance free. 

The experimental apparatus was situated in a laboratory room of 
dimensions 3.7 X 6.1 X 3.1 m, which possessed remarkable thermal 
isolation and stability characteristics. The laboratory is, in fact, a room 
within a room. Its walls, ceiling, and floor are each backed by a 46-cm 
thickness of cork, which provides excellent thermal isolation. There 
are no ducts, grilles, vents, or heating pipes in the laboratory. The 
temperature of the air in the laboratory, as measured by the afore
mentioned fine thermocouple wires, is altogether devoid of fluctua
tions and is also very steady over long periods of time. Thermal 
stratification, even after long data runs, was negligible. To ensure the 
absence of disturbances in the laboratory, all instrumentation and 
power supplies were situated in a room adjacent to the laboratory, the 
laboratory being sealed throughout the entire duration of each data 
run. 

Instrumentation and Procedure. Electric power was provided 
by a regulated a-c supply which maintained a constant voltage to 
within four significant figures during the course of a data run. The 
output of the supply was fed to two variable auto-transformers, one 
for each of the cylinders. The current flow to the respective cylinders 

was measured as a voltage drop through a calibrated shunt, while the 
voltage drop across the heating elements were determined with the 
aid of small-diameter voltage taps soldered to the respective ends of 
the heater wire. Both the power-related a-c voltages and the d-c 
thermocouple voltages were read to four significant figures (the latter 
to 1 nV) with a Hewlett-Packard 3465A multimeter. The same meter 
had been used for the calibration of the thermocouples. 

An important aspect of the experimental procedure was the 
alignment of the cylinders and the setting of the vertical separation 
distance. The latter was accomplished with the aid of a hairline-
equipped optical cathetometer with a smallest vertical scale division 
of 0.005 cm. The alignment of one cylinder above the other was veri
fied and adjusted by comparisori with a vertical reference consisting 
of a weight suspended on a length of monofilament nylon line. This 
reference line was held against the two cylinders on both sides, at both 
ends, and at the middle, and the lower cylinder was moved in its 
horizontal adjustment slots until the line hung tangent to both cyl
inders at all locations. 

At each fixed vertical separation distance, several sets of data runs 
were performed. Each set of runs was characterized by a fixed value 
of the upper-cylinder Rayleigh number, while the temperature of the 
lower cylinder was varied parametrically, such that its wall-to-ambient 
temperature difference ranged from zero to three times that for the 
upper cylinder. Four such fixed upper-cylinder Rayleigh numbers 
were investigated: 20,60,100, and 200 thousand. The center-to-center 
vertical separation distance between the cylinders was varied from 
two to nine cylinder diameters. 

Data Reduction 
In this section, the procedures used for evaluating heat transfer 

coefficients, Nusselt numbers, and Rayleigh numbers from the 
measured temperatures, electric power inputs, and ambient pressures 
are described. The data reduction was carried out for both the upper 
and lower cylinders, but primary attention is focused on the upper 
cylinder because the lower-cylinder Nusselt numbers were found to 
be indistinguishable from those for a single cylinder. In addition, 
Nusselt and Rayleigh numbers were evaluated for single-cylinder data 
runs which were performed prior to the initiation of the two-cylinder 
runs. 

The average cylinder heat transfer coefficient was determined from 
the definition 

h = QconvM(T, - T.) (1) 

in which Qconv is the rate of convective heat transfer from the cylinder 
surface to the ambient, and A is the surface area. With regard to the 
cylinder wall temperature Tw, thermocouple measurements verified 
that the desired spatial uniformity was very nearly achieved. The 
circumferential temperature variations were <0.1°C at the highest 
power inputs (Tw — T„ ~ 40°C) and were not detectable within the 
1 fiV resolution of the instrumentation at lower powers. Axial varia
tions were limited to about 2\ percent of Tw — T ,̂, with the temper
ature decreasing from the midpoint of the cylinder to the ends. These 
slight nonuniformities were averaged out by first fitting a second-
degree polynomial to the measured temperatures and then averaging 
the polynomial fit over the length of the cylinder. This average value 
was assigned to Tw in equation (1). 

Next, turning to the ambient temperature T„ in equation (1), it 
may be noted that the variation among the six ambient thermocouples 
(Fig. 1) was typically a few tenths of a percent of (Tw — T«,). These 
thermocouples extended over a half meter of height while the maxi
mum center-to-center separation distance was 34 cm. Thus, stratifi
cation was negligible, and T^ was obtained by direct averaging of the 
outputs of the ambient thermocouples. 

The convective heat transfer rate Qconv needed for the evaluation 
of equation (1) is equal to the electric power input to the cylinder 
minus the extraneous heat losses due to radiation and conduction. 
Attention will first be turned to the rate of heat loss by radiation, after 
which the conduction loss will be discussed. 

For the radiation analysis, both cylinders are assumed gray with 
the same emissivity e, with respective (absolute) temperatures Tw\ 

640 / VOL. 103, NOVEMBER 1981 Transactions of the ASME 

Downloaded 20 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and Tw2 for the lower and upper cylinders. The laboratory room is very 
large compared with the apparatus, and the walls of the room are 
isothermal and equal to the air temperature T» (also in absolute 
units). Therefore, the room closely fulfills all the requirements'of a 
blackbody enclosure, soihat the radiation streaming through the room 
is oT^ per unit area. 

The analysis is significantly simplified by introducing scaled 
fourth-power temperatures 9i, G2, and 9„ defined as 

6i4 = T„ 92
4 = Tw2

4 - TJ, QJ = TJ -TJ = 0 (2) 

Thus, in terms of the 9 scale, the ambient is at absolute-zero. The 
radiosity approach based on equation (3-22) of [6] is then used to 
formulate the radiation problem. Once the radiosity B2 of the upper 
cylinder has been solved, it is introduced into the heat transfer 
equation, (3-19) of [6], to yield Qr2 as follows 

Qr2 _ t(l - (1 - <)F2)o-9i4 - ^FffQ2* 
A2 1 - (1 - e)2F2 (3) 

The quantity F is the cylinder-to-cylinder angle factor. By setting 
F = 0, equation (3) is applicable for the evaluation of the radiative loss 
from cylinder 2 when cylinder 1 is absent. It also can be used to cal
culate the heat loss from cylinder 1 by interchanging the subscripts 
1 and 2. For an e value of 0.05, Qr2 (or Qrl) was 5-7 percent of the 
electric power input. 

The conduction heat losses from the ends of the cylinder are be
lieved to be negligible in this experiment. This judgment is based on 
the fact that the only contact between the cylinder and the supporting 
frame was a point contact with a plexiglass support. An additional 
defense against conduction losses was provided by the insulation at 
each end of the cylinder. Further support for the neglect of conduction 
will be provided later when the single-cylinder Nusselt number results 
are presented and compared with the published literature. Differ
entiation of the second-degree polynomial fitted to the measured 
temperature distribution along the cylinder was not used to estimate 
the conduction end losses because of the expected low numerical ac
curacy of the derivative. 

Thus, in light of the foregoing, Qconv was evaluated as 

Qc •EI-Qr (4) 

where E and / respectively represent the heater voltage drop and 
current. Equation (4) was then used as input to equation (1). 

For a dimensionless presentation, the Nusselt and Rayleigh num
bers are employed according to their definitions 

Nu = hD/k, Ra = (gfi(Tw - T„)DVV2)'PT (5) 

Aside from the thermal expansion coefficient /3, all of the thermo
physical properties appearing in equation (5) have been evaluated 
at the film temperature 7/ = l(Tw + T„). With regard to ft it was set 
equal to l/T^ in accordance with the perfect gas law, as demonstrated 
in [7]. The density p (i.e., v = fi/p) was evaluated using the perfect gas 
law, using 7/ and the measured barometric pressure as inputs. 

Results and Discussion 
Single-Cylinder Results. As a point of departure for the pre

sentation of results, the present experimentally determined single-
cylinder Nusselt numbers will be compared with the literature. This 
comparison is shown in Fig. 2. In the figure, data points are plotted 
at five Rayleigh numbers in the range between 2 X 104 and 2 X 106. 
The unshaded data symbols correspond to a radiation correction 
based on an assumed emissivity of the cylinder surface of 0.06, whereas 
the shaded symbols are for an emissivity value of 0.04. The literature 
predictions, which are shown as lines of various types, will now be 
discussed. 

There is a large amount of experimentally based Nusselt number 
data in the literature for natural convection about a horizontal cyl
inder, as witnessed by the compilation of Morgan [1]. These data have 
formed the basis of a number of competing correlations. Five of the 
most accepted correlations have been evaluated for the operating 
conditions of the present experiments. These include: (A) Churchill 

([2], equation (6)), (B) Fand ([8], equation (17)), (C) Morgan ([1], 
Table II, (D) Raithby ([9], equation (32)), and (E) McAdams ([10], 
equation (7-6a)), where the designations A-E correspond to the labels 
on the curves of Fig. 2. Among these, Morgan and McAdams specify 
that all participating thermophysical properties be evaluated at the 
film temperature, while Churchill and Raithby employ the same 
specification, except that /3 = 1/T„. Fand's correlation employs 
properties evaluated at a reference temperature equal to (Tw — 
Q.eS(Tw - 7\»)). 

The results obtained from the literature correlations have been 
rephrased in terms of common thermophysical properties evaluated 
at the film temperature and with fi = 1/7V It is the rephrased results 
that have been plotted in Fig. 2. 

Among the correlations, that of McAdams originally dates from 
1933 and is, therefore, based on limited data. The Churchill correla
tion is contemporary but, by examining Fig. 1 of [2], it is seen that the 
correlating line lies consistently below the data on which the corre
lation is based. The Morgan correlation is based on the largest sample 
of the presently available data. The very close consensus of the 
Morgan, Raithby, and Fand correlations, taken together with the 
foregoing remarks about the other correlations, suggests that this 
consensus be accepted as the best representation of the natural con
vection Nusselt number for the horizontal cylinder. 

Examination of Fig. 2 reveals that the present data are in excellent 
agreement with the aforementioned literature consensus. For the most 
part, the data are within five percent of the consensus correlation, with 
a tendency to lie slightly low. The excellence of the agreement is un
derscored when note is taken of the extensive scatter that is encoun
tered when the totality of the literature is examined, as in [1]. 

The agreement between the data and the literature consensus lends 
strong support to the apparatus, instrumentation, and experimental 
technique. It also supports the neglect of conduction end losses since, 
if such losses had been appreciable and no correction made, the data 
would have fallen well above the consensus. The data corresponding 
to the 0.04 emissivity fall about 2 | percent above those which corre
spond to an emissivity of 0.06. Therefore, the specifics of the radiation 
correction do not significantly affect the Nusselt numbers for the 
single cylinder. 

Multiple-Cylinder Results. Attention will now be turned to the 
Nusselt numbers for the interacting pair of horizontal cylinders. With 
regard to the lower cylinder, its Nusselt number was found to be es
sentially identical to that for the single cylinder, even for the closest 
center-to-center distance investigated (S/D = 2). Therefore, in what 
follows, only the upper-cylinder Nusselt numbers will be reported. 

Fig. 2 Single-cylinder Nusselt number results. Curves A through E are cor
relations whose sources are identified in the text. 
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Figures 3 through 6 present upper-cylinder Nusselt numbers in a 
format designed to highlight the departures from the single-cylinder 
results. The ordinate of each figure is a ratio of Nusselt numbers. The-

numerator is the Nusselt number Nu for the upper cylinder with the 
lower cylinder in place, while the denominator is the Nusselt number 
Nuo for a single cylinder. Both Nu and Nu0 correspond to the same 
Rayleigh number. The departure of Nu/Nuo from one is a measure 
of the degree to which the interaction between the cylinders either 
enhances or degrades the heat transfer performance relative to that 
of a single cylinder. When Nu/Nuo > 1, enhancement occurs, while 
Nu/Nuo < 1 signals degradation. Results are presented for upper-
cylinder Rayleigh numbers of 20,000, 60,000, 100,000, and 200,000, 
with different symbols used to identify the various cases. 

The abscissa characterizes the degree of temperature imbalance 
between the cylinders. The numerator, (Tw — T~)i, is the wall-to-
ambient temperature difference for the lower cylinder, while (Tw — 
T„)2 in the denominator is the corresponding temperature difference 
for the upper cylinder. Values of the abscissa less than one indicate 
that the temperature of the upper cylinder is higher than that of the 
lower cylinder, while abscissa values greater than one correspond to 
the case where the lower cylinder is at a temperature higher than that 
of the upper cylinder. The zero abscissa value represents the case of 
no heating at the lower cylinder, and for that case the measured upper 
cylinder Nusselt number coincided with that for the single cyl
inder. 

In each figure, lines have been faired through the data to provide 
continuity. The successive figures correspond to separation distances 
S/D = 2,3,5, and 9. The role of radiation in the data reduction is as
sessed in certain of the figures by a presentation which shows results 
for emissivity values of 0.04 and 0.06. In view of the minor differences 
that were encountered, the other figures were prepared using an 
emissivity value of 0.05 in the radiation correction. 

From an overall examination of Figs. 3-6, it can be seen that the 
degree of enhancement or degradation of the heat transfer from the 
upper cylinder is strongly dependent on the cylinder-to-cylinder 
separation distance. For the smaller separation distances, degradation 
(Nu/Nuo < 1) is generally the rule, while at larger separation distances 
enhancement (Nu/Nuo > 1) predominates. At S/D = 9, the largest 
separation distance examined, enhancement prevails for the entire 
range of operating conditions. 

This finding has immediate applications to practice. For example, 
for a two-cylinder unfinned baseboard heater, the desired heat 
transfer task can be accomplished with cylinder wall temperatures 
that are lower when the cylinders are widely spaced. If the cylinders 
are heated by hot water or condensing steam, the temperature of those 
fluids can be lower, with a resulting decrease of transmission line 
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losses. 
Another global observation can be made by looking at the effect 

of the temperature ratio (Tw - T„)i/(TW — T„)2. At the smaller 
separation distances (Figs. 3, 4), there is a strong effect of the tem
perature ratio on Nu/Nuo. The intermediate spacing case, Fig. 5, re
flects a lesser dependence. Finally, at the largest separation distance, 
Fig. 6, Nu/Nuo is nearly independent of the temperature ratio. 

A final overall observation is that in the range investigated, the 
Rayleigh number does not have a very significant effect on Nu/Nuo. 
The one exception to this behavior is seen in Fig. 5. There, the results 
for the lowest Rayleigh number are separated from those for the 
higher Rayleigh numbers. Since, as already indicated, Fig. 5 portrays 
a transitional behavior between dependence and independence of the 
results on the temperature ratio, the just noted exception can be in
terpreted as a lag in the transitional process. To verify the accuracy 
of the results of Fig. 5, the data were retaken, with special care being 
given to the vertical alignment of one cylinder above the other. The 
second set of data was within two percent of the first set, which is 
typical of the general level of reproducibility of the experiments as 
a whole. 

The figures will now be examined individually, beginning with Fig. 
3. In Fig. 3, it is seen that the largest value of Nu/Nuo is about 1.05. 
Beyond this maximum, Nu/Nuo decreases sharply with the temper
ature ratio. The value of Nu/Nuo when the two cylinders are the same 
temperature (i.e., abscissa value of one) is about 0.85. It is interesting 
to note that if the curves were to be extrapolated to higher tempera
ture ratios, negative values of Nu/Nuo would be obtained. Such neg
ative values would mean that there is a heat flow from the air to the 
upper cylinder, even though the cylinder temperature remains above 
that of the ambient air. In order to achieve these conditions, it would 
be necessary to cool the upper cylinder. The aforementioned heating 
effect at the upper cylinder is due to the preheating of the air at the 
lower cylinder coupled with the close proximity of the cylinders. 

Whereas Fig. 3 showed results which were dominated by the pre
heating effect due to the lower cylinder, Fig. 4 demonstrates the 
spacing-related growing importance of the counteracting influence 
of the buoyancy that is imparted to the fluid by the lower cylinder. 
The velocities induced by this buoyancy appear to the upper cylinder 
to be similar to a forced convection flow, with a corresponding ten
dency towards heat transfer enhancement. Therefore, the values of 
Nu/Nuo in Fig. 4 are always higher than the corresponding values in 
Fig. 3. 

The growing importance of the buoyancy imparted by the lower 
cylinder and the waning influence of its preheating effect are in evi
dence in Figs. 5 and 6. The falloff of the curves with increasing tem
perature ratio disappears and larger values of Nu/Nuo are obtained. 
For example, in Fig. 6, at a temperature ratio of one, Nu/Nuo has a 
value of about 1.25. This further underscores the significant en
hancement that occurs at large separation distances. 

Summarizing Figures and Concluding Remarks 
To further underscore the effect of separation distance on the 

Nusselt number ratio, crossplots have been prepared in which Nu/Nuo 
is plotted as a function of S/D. The crossplots are presented in Figs. 
7-9, respectively, for the Rayleigh numbers 20,000,60,000, and 100,000 
(there was insufficient data available for the highest Rayleigh number 
of 200,000 to enable a crossplot to be made). Each figure contains 
results for two different temperature ratios, one and two, respectively. 
Curves have been passed through the crossplotted data to provide 
continuity. It should be noted that data were taken at additional 
values of S/D for Ra = 60,000 in order to better define the shape of 
the Nu/Nuo versus S/D dependence. The curves faired through the 
Ra = 60,000 data served to guide the curve shapes fitted to the Ra = 
20,000 and Ra = 100,000 data. 

From an overall examination of these figures, it is seen that at small 
separation distances, the Nusselt number increases sharply with in
creasing separation distance. With further increases of separation 
distance, the Nusselt number increase becomes more and more 
gradual, with the ultimate attainment of a maximum. The maximum 

appears to occur in the range of S/D between seven and nine. The 
occurrence of this maximum has significant practical ramifications. 
For optimum performance of heating systems, it would be appropriate 
to place the upper cylinder in the aforementioned range of S/D. In 
the often-encountered case of a temperature ratio of one (i.e., both 
cylinders at the same temperature), the value of Nu/Nu0 at the 
maximum is about fifty percent greater than the value at S/D of two. 
Even more dramatic enhancement would be realized when the tem-
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perature ratio is greater than one. For the temperature ratio of two, 
the maximum Nusselt number is about three and one-half times that 
at S/D = 2. 

The general trends in Figs. 7-9 are consistent with the physical 
ideas discussed in the Introduction. The conflict between the en
hancing effect of the buoyancy imparted to the flow by the lower 

cylinder and the degrading effect of the preheating are major factors 
in establishing the trends. 

Dimensional analysis indicates that the upper cylinder Nusselt 
number depends on the Rayleigh number of the cylinder and on (Tw 

- T„)i/(T„, - r „ ) 2 , S/D, and Pr. The first three of these dimen-
sionless parameters were varied during the course of the investigation, 
while the Prandtl number was that of air (~0.7). Aside from the 
Prandtl number restriction, the results should be applicable to all 
similar geometrical situations which fall within the parameter ranges 
investigated. 
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Experimental and Analytical 
Inwestigation of a Natural Circulation 
System with Parallel Loops 
A theoretical and experimental study of a natural circulation loop is presented. The anal
ysis is based on a one-dimensional model in which the continuity, momentum, and energy 
equations are given and solved. Expressions for the steady-state and transient flow rates 
and temperature distributions are derived. The apparatus consisted of an electrically-
heated section and two parallel loops with heat exchangers. Steady-state and transient 
experiments were conducted to study the effects of core flow resistance, power distribu
tion and upper plenum design. Flow oscillations were observed under certain conditions, 
which were accompanied by instabilities and flow reversals. Reasonable agreement (±30 
percent) is obtained between the analytical and experimental results. 

1 Introduction 
Natural circulation loops (thermosyphons) have various engi

neering applications and appear in some geophysical phenomena. 
Japikse [1] reviewed some technological aspects of thermosyphon 
applications. The most common is the natural circulation solar water 
heater, which has been studied experimentally and theoretically [2-5]. 
Torrance [6] investigated an open thermosyphon with geothermal 
applications. 

It has recently been realized that natural circulation may also play 
an important (and even crucial) role in long-term cooling of light-
water nuclear reactors (LWRs). A simplified treatment of a single 
phase loop of a nuclear reactor which yields an estimate of the 
steady-state flow rate and core temperature difference, is presented 
by Lewis [7]. However, recent work on nuclear applications of ther
mosyphons is mainly concerned with transient behavior and stability 
of liquid metal fast breeder reactor loops (LMFBRs), cf. [8-9].2 

Simple loops have also been studied in order to better understand 
basic phenomona in thermosyphons. Steady-state, transient behavior 
and stability characteristics have been investigated in toroidal and 
vertical loops [10-14], including the effects of a throughflow. This 
latter case may be important in a nuclear reactor loop when cold 
makeup water must be added. 

Most of the work on thermosyphons has been concerned with single 
flow path loops. Some applications, for example the cooling systems 
of pressurized water reactors (PWRs), involve parallel loops. Chato 
[15] investigated a parallel-channel system of vertical tubes between 
two constant-temperature reservoirs. His results show that such 
systems can exhibit instabilities due to multiple steady-state solu
tions. 

The present work is an analytical and experimental investigation 
of a natural circulation system with two parallel once-through heat 
exchangers. The analysis (Section 2) is based on existing one-di
mensional modelling methods for thermosyphons. The coupled mo
mentum and energy equations for the fluid in the loop are solved to 
yield the steady-state flow rate and temperatures and the transient 
behavior of the loop. The experimental apparatus, (Section 3), in
cluded an electrically-heated core and two parallel loops with once-
through heat exchangers. Both steady-state and transient experi
ments were performed with heat removal from either or both heat 
exchangers (Section 4); comparison with the analysis shows relatively 
good agreement. 

Strong oscillations, implying an instability, were discovered for a 

1 On leave from the Faculty of Mechanical Engineering, Technion, Haifa, 
Israel. 

2 In a totally independent and parallel study, A. K. Agrawal, et al. (ASME 
Paper No. 80-WA/HT-41) analysed and reviewed LMFBR plant data. Their 
results are similar to those presented here. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 17,1980. 

transition between two steady one-loop operations, where the initial 
condition had a valve shutting off the primary flow in one loop. 

2 A n a l y s i s 
2.1 Derivation of the Governing Equations. To describe 

natural circulation in the loop (see Fig. 1), we follow conventional 
one-dimensional formulations utilizing mass, momentum and energy 
conservation. In the theory, the only spatial coordinate, s, runs around 
the loop. It is assumed that the average cross-sectional temperature 
(T) is equal to the mixed mean temperature. Use is made of the 
Boussinesq approximation, i.e. the density, p, is considered constant 
(having a reference value pe) in the governing equations except for 
the buoyancy force term. The other fluid properties are considered 
constant, which is justified for the small temperature variations here. 
It follows from these assumptions that the loop flow rate Q(t), and 
mean velocity, u(t), are uniform and depend only on the time, t. 

The momentum equation can now be written in the following 
manner (for a flow in the positive s direction), cf. [10-14]: 

dw dp 
Pe — = Pg*z • es- ts 

bt ds 
(1) 

Integrating equation (1) around the loop, the pressure term vanishes 
and the momentum equation for the whole loop is obtained as: 

peadft
 = -gfpdz'\peffu2i( (2) 

dt ° <r ' 2 " . r ' D(S) 

where / is the friction coefficient such that Fsds = \pe ds/D fu2. 
Equation (2) can also be rewritten as: 

dQ 
Pea dt 

lfPdz-\ PeRQ2 (3) 

where R is the total flow resistance parameter, defined by the usual 

J. g 

Hot leg 

Input 
power (P) 

Secondary 
coolant (low 

Fig. 1 
system 

Cold l e g - ' 

A natural circulation loop—general representation and coordinate 

Journal of Heat Transfer NOVEMBER 1981, VOL 103 / 645 
Copyright © 1981 by ASME

  Downloaded 20 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sum of the frictional and form losses: 

R 
/

fds 

5F . £ fi 
itubes 

D - 4 - 2 • A 2 
(4) 

In this expression, the friction coefficients in tubes are /;, L; are the 
lengths, and Kj the form losses in the various components of the loop. 
The friction coefficients and factors depend on the Reynolds number 
of the flow and the component geometry, and for laminar flow the last 
term in equation (3) will be proportional to Q (rather than Q2). While 
equation (3) was derived for a single loop, parallel loops can be treated 
in a straightforward manner, using appropriate distribution of flow 
rates and overall friction parameters. 

The energy equation is written separately for each component of 
the loop: 

P£CA I—+u—\ = q 
\dt dsj 

(5) 

where q is P/LR for the heated section, hwDs(T - Tri) for the heat 
sink and zero for the (insulated) pipes. 

The coupled momentum and energy equations (3) and (5) govern 
the flow in the loop. These must be solved simultaneously, subject to 
the condition that the temperature is continuous around the loop. For 
the transient solutions appropriate initial conditions must be speci
fied. 

2.2 Steady-State Motions. At steady-state all the time de
pendent terms disappear and equations (3-5) reduce to: 

-PtRQ*> -g <£pdz 

(P/LR 

PecQ 
dT 

ds 

heat source, 

• hTcDs (T - Tn) heat sink, 

pipes. 

(6) 

(7a) 

(76) 

(7c) 

The solution of the last equation yields uniform temperatures in the 
connecting pipes, which requires, then, that the hot leg temperature 
is equal to the core outlet and heat exchanger inlet (and similarly for 
the cold leg). 

The coupled steady-state equations can be solved as follows: first, 
equations (7a, 76) are solved for the temperature distributions. The 
flow rate Q is a constant parameter, which is still unknown at this 
stage. The results for the temperature are then used, together with 
an equation for p(T), to evaluate the integral in equation (6), resulting 
in an algebraic equation for the flow rate. The solution Q can now be 
used to calculate the temperature distribution. It is noted that this 
approach is more general than the formulation of Lewis [7]. In the 

latter, an overall heat balance on the core was employed rather than 
the formal energy equation. Instead of the density integral in the 
momentum equation, an equivalent "driving head" was taken, with 
two distinct values of the densities (for the hotter and colder portions 
of the loop). 

The exact solution of equation (7a) for a uniformly distributed 
input power is a linear temperature profile in the core: 

T = Tc + - 0 «S s ^ Ltt (8) 
P(CQLR 

where s is the distance from the bottom of the heated section. This 
relation yields the temperature difference of the core (or between the 
hot and cold legs): 

AT* = TH-TC= (9) 

An approximate method is used for solving equation (76). Integration 
of this equation along the heat sink yields: 

P£cQ(TH - Tc) = hirDsLs (Ti - T„) (10) 

It is assumed that the temperature distribution of the primary fluid 
in the heat exchanger is linear: 

T = TH- ATRs/Ls 0HS^LS (11) 

where s is measured from the top of the heat sink. The solutions (8) 
and (11) are used now to integrate equation (6), where the density is 
written as p = pe [1 - /?(T - T£)]: 

-g <£ pdz = figpecfTdz = (3gp£ATR 

•LR) + AL (Ls = PgpeATRAz. (12) 

where AL is the elevation of the bottom of the heat sink above that 
of the heat source. Az, as defined in equation (12), is the equivalent 
driving head; it is also equal to the difference in elevation between the 
center of the heated section and that of the heat sink. The subscript 
£ is omitted in the following, and p denotes the constant reference 
liquid density. 

Using equations (12) and (6), the following expressions are obtained 
for the flow rate and the temperature difference: 

Q 
2@gAzP 

pcR 

1/3 
; ATR = — 

p\mi R \i/3 

pcj \2gPAz 
, turbulent flow. 

(13) 

For laminar flow, the friction force in equation (6) can be written as 
prQ, resulting in: 

Q: 
2/3gAzP 

per 

1/2 
,AT, -(-

rP 

\2flgAzpc 

1/2 
laminar flow. (14) 

.Nomenclature. 
A = cross-sectional area 
AH = heat transfer area of the heat ex

changer 
a = geometrical parameter, a = Jds/A(s) 
c = specific heat 
D = diameter 
e s , e2 = unit vectors in the s and z directions, 

Fig. 1. 
Fs = friction force per unit volume 
/ = friction coefficient 
Gz = Graetz number, RePrD/L 
g = acceleration of gravity 
H = heat transfer parameter, H = hAH 

h = heat transfer coefficient 
K = friction factor 
L = length 
m = secondary coolant mass flow rate 

P = input power 
Pr = Prandtl number 

p = pressure 
Q = volumetric primary flow rate 
q = heat flux 
R = overall friction factor, turbulent flow 
Ra = Rayleigh number, g/3D3AT/(va) 
Re = Reynolds number 
r = overall friction factor, laminar flow 
s = spatial coordinate, running around the 

loop 

T = temperature 
Te = reference temperature 

t = time 
u = velocity 

V = volume of primary fluid 
z = vertical coordinate 
Az = driving head, equation (12) 
a = thermal diffusivity 
/? = thermal expansion coefficient 

v = kinematic viscosity 
p = density 
p£ = reference density 
T = time constant 

Subscripts 

c = cold leg 
D = bottom of core 
e = secondary flow outlet 
H = hot leg 
P = end steady-state conditions for primary 

side 
R = core (heated section) 
s = heat exchanger 
UP = upper plenum 
0 = secondary flow inlet 
1 = primary side 
Ii = initial conditions for primary side 
II = secondary side 
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Once Q and ATR have been determined, equations (9,10) can be used 
to calculate the temperatures T# and Tc, with reference to the sec
ondary side temperature Tn. 

It can be shown that a more accurate solution of the energy equation 
(7b), employing an average heat transfer coefficient, yields an expo
nential temperature distribution. This will modify the expression (12) 
for Az as follows: 

Az = Ls 
1 

o - # 
--LR + AL 

2 
(15) 

where <j> = H/pcQ. In general, then, equation (6) must be solved nu
merically and the dependence of the heat transfer parameter on the 
flow rate Q has to be taken into account. However, for the range of the 
present experiments, it was found that 0 » 0.45, which would modify 
the value of Az by 12 percent, and the results for Q and ATR, (equa
tions (13) or (14)) by less than 6 percent. It is noted that Zvirin, et al. 
[4] compared the results of thermosyphon models based on linear 
temperature distributions with more exact solutions and showed that 
the deviations are small, thus justifying the approximation. 

2.3 Transient Behavior. The objective of the transient analysis 
is mainly to estimate the characteristic time constant of the system. 
For this, the energy equation is written as an overall balance: 

dTi 
pcV = P-mc (Te 

dt 
To) (16) 

where thermal inertia of the secondary flow was neglected compared 
to the primary. The average primary temperature T\ is taken as: T\ 
= (TH + Tc)/2 and Te (t) is the secondary outlet temperature. Another 
equation is derived from a heat balance on the heat exchanger: 

hAH (T, - T n ) = rhc(Te- T0) (17) 

where the average secondary side temperature is Tn = (Te + To)/2. 
The last relationships yield an expression for Te: 

Te = [HTi + (mc- H/2) T0]/[m c + H/2) (18) 

which leads to the following equation when inserted into equation 
(16), where the inlet secondary temperature To is considered con
stant: 

pcV~ (Tj - To) + . m ° ** (Tj - To) - P (19) 
dt mc + H/2 

The solution of this equation is: 

TI=Tp+(TIi-TP)e-^ (20) 
where the time constant and the final steady-state temperature 
are, 

pV(mc + H/2) P(rhc+-H/2) 
T = — , 1 p = 1 o + " mH mc H 

(21) 

It is interesting to note the two limits on heat withdrawal from the 
heat exchanger. For the case of a very low heat transfer coefficient or 
small heat transfer area, H «mc, equations (21) yield: 

r^pcV/H, Tp^Ta + PIH (22) 

Both the steady-state temperature and the time constant are large 
and controlled by the heat transfer parameter. For the other limiting 
case, mc « H, we obtain: 

T ~ p V/2m, TP « T0 + P/2mc (23) 

with T and Tp controlled by the secondary side flow m as can be ex
pected. It is noted that if there is boiling on the secondary side (i.e., 
steam generator), the heat removal capability will be governed by the 
two-phase level location [16]. 

Finally, it is noted that the behavior of the average system tem
perature is governed by the heat transfer in the heat sink, while the 
flow rate and the temperature difference over the heat section are 
governed by the flow resistance. The time constant of the system can 
be evaluated by the transient behavior of the average temperature. 
Thus, steady and transient experiments allow us to evaluate these 
effects, and this was the purpose of the experimental investigation. 

3 T h e E x p e r i m e n t a l Loop 
The experimental system is shown in Figs. 2 and 3. The heated 

section consisted of two concentric transparent acrylic tubes, with 
the heat source and an orifice plate installed in the inner (core). The 
annular gap between the core and the vessel served as a downcomer, 
directing the water from the cold legs (entering at the same elevation 
as the hot legs) to the bottom of the core. 

Two transparent acrylic tubes connected the core to the hot legs. 
Eight 0.13 mm holes were drilled in these tubes in the downcomer 
annulus, to represent, for example, a gap existing between the hot leg 
and the downcomer of a nuclear reactor at low temperatures. 

Two identical parallel loops were constructed of copper tubing, 
consisting of a heat exchanger, a hot leg and a cold leg. The secondary 
flow channels in the heat exchangers were made by wrapping and 
soldering approximately 7.6 m of 6.35 mm dia copper tubing around 
the 5.04 cm tube. The loops were insulated by premolded fiberglass. 
Two different heater designs were used for the heat source, each with 
a 3 kW capacity, to test the effect of the heat distribution. The first 
was a single immersion electric heater, shown in Figs. 2 and 3. The 
second have five spiral elements, evenly spaced from bottom to top 
in the core. 

An orifice plate was located above the heater and below the outlets 
to the hot legs (see Fig. 1). It was designed to impose varying flow 
resistance of the heated section. Four configurations of the plate were 
used in the experiments (see Fig. 4(a)). Two different geometries of 
the upper plenum (above the orifice plate) were also tested (see Fig. 
4(6)). In the second design, another acrylic sleeve was inserted inside 
the upper plenum. This sleeve had holes, designed to create motion 
towards the hot legs in the otherwise more stagnant plenum. A small 
expansion tank located on top of the stand pipe (see Figs. 2 and 3) was 
used to maintain complete water filling of the system under atmo
spheric pressure and compensated for the thermal expansion of the 
water. 

Temperatures were measured (by mercury thermometers and 
thermocouples) in the heated section, the hot and cold legs, and inlets 
and outlets of the secondary cooling water, as shown in Fig. 2. The 
secondary cooling water flow rates were measured by rotameters in
dependently calibrated by volume measurements. The electric power 
input, controlled by a variable transformer, was also measured. In 
selected tests, a video tape recorded the movement of dye in both cold 
legs in order to estimate the water velocity. 

Tests were performed for validating the estimate of the friction 
losses parameter using forced circulation, with the pump in loop A 
(see Fig. 2). Stagnation probes were used to measure pressure dif
ferences between the top of the straight vertical section of the cold 
leg and the bottom of the heat exchanger. The flow rate, measured 
by a rotameter at the outlet of the pump, was varied to obtain data 
in both laminar and turbulent flows. 

The experimental uncertainties involved in the measurements are 
estimated at 0.2°C for the temperatures and 3 percent for the sec
ondary flow rates m. The errors involved in calculating the flow rate 
Q by equation (9) and the heat transfer parameter H by equation (17) 
are mainly due to heat losses from the system, as discussed in Section 
4.1.1. 

A natural circulation run consisted usually of establishing an initial 
and final steady-state of one- and/or two-loop operation, and re
cording the transient between them. After venting the trapped air and 
noncondensible gases formed during the heating of the system, the 
input power was adjusted [to near 2.9 kW or 1.45 kW]. The one- and 
two-loop operations were established by secondary cooling flow 
through either or both of the heat exchangers. 

4 R e s u l t s and D i s c u s s i o n 
4.1 Natural Circulation Steady State. 
4.1.1 General Behavior. The conditions of all the tests, with the 

various configurations of the input power distribution, orifice plate 
and upper plenum design, are summarized in Table 1. An example 
of the steady-state experimental results is presented in Table 2; Figs. 
5 and 6 contain all the steady-state data. 

The heat removal rate by the secondary coolant flow was calculated 
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Hot leg 

Section A-A 

Dimensions in centimeters 
I Scale 

0 15 30 

• Thermometers 
o Thermocouple 

junctions 

Stand pipe 

0 

Lg -Pump LCold leg 

Fig. 2 Schematic arrangement of the experimental natural circulation loop 

Section B-B 

Table 1 Summary of tests conditions 

Run No. 

Heater Configuration 
I—cylindrical 
II—stacked spirals 
Orifice Plate 
Fig. 4(a) 
Upper Plenum 
Design-Fig. 4(6) 

1 

I 

I 

I 

2 

I 

I 

I 

3 

I 

II 

I 

4 

I 

III 

I 

5 

I 

III 

I 

6 

I 

III 

I 

7 

II 

III 

I 

8 

II 

III 

I 

9 

II 

III 

I 

10 

II 

IV 

I 

11 

II 

IV 

II 

Input power 2.88 ± 0.06 kW except for run No. 9 (1.44 kW) 
Secondary coolant flow 0.050-0.063 kg/s in each active loop, at inlet temperature of 11-15°C 
Runs No. 2 and 5—one loop only 

Table 2 Steady-state experimental results and the calculations of flowrate and temperature difference, runs 
4 and 10 

Run 
No. 

4 

10 

m 
102 

kg/s 

5.4 
5.5 
5.2 
5.2 

Secondary Coolant Flow 

Loop A Loop B 

To Te 

°C °C 

12 18 
12.5 25 
13.5 25.5 
13 20 

m 
102 T0 Te 

kg/s °C °C 

6.0 12 17.5 
0 24 24 
0 29 29 
6.3 13.5 19 

TD 
°C 

23.9 
33.0 
40.6 
26.1 

Tfl3 
°C 

23.9 
37.8 
45.7 
31.1 

Primary Coolant 

°C 

36.1 
50.8 
45.6 
31.1 

Loop A 

Tfl2 
°C 

37.8 
52.5 
50.6 
36.3 

Tc T„ 
°C °C 

23.9 37.5 
33.6 51.7 
33.6 52.8 
25.6 38.6 

LoopB 

Tc T„ 
°C °C 

23.3 37.5 
34.4 49.4 
51.7 52.8 
25.0 38.6 

ATf l 

°C 

13.9 
18.1 
19.2 
13.3 

Esti
mated 

(equation 
(12)) 

QR 
106m3/s Remarks 

4.97 Measurements of 
3.87 velocities in the 
3.57 cold leg by 
5.23 tracing dye 

movements (see 
Table 3). 
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Fig. 5 Steady-state temperature difference over the vessel as a tunctlon
of the input power
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Table 3 Comparison of average experimental and theoretical values of flow rates and temperature differences 
and velocities (11 and 21 = one- and two-loop operations) 

Average System Experimental Theoretical 
Power Temperature ATR QR uc ATR QR 

kW Mode °C °C 10Bm3/s m/s Rec °C 106m3/s 

2.88 11 42 19.0 3.62 0.068 2790 23.4 2.94 
21 31 13.5 5.10 0.048 1590 16.6 4.16 

1.44 11 33 14.2 2.42 0.046 1580 16.6 2.08 
21 25 9.7 3.55 0.033 960 11.7 2.94 

Measured Estimated 
uc 

2.93 11 0.086 0.073 
Run No. 4 

2.89 21 0.074 0.047 

for every run from the measured values of the flow rates (rh) and the 
inlet and outlet temperatures. This was found to be typically 96 
percent of the input power for two-loop steady-state operation and 
93 percent for one-loop operation, where all the temperatures in the 
system were higher. For the latter case, most of the heat losses were 
from the inactive loop, which implies that there was some weak flow 
in this branch. Observations confirm, indeed, this conclusion. On the 
other hand, the errors involved in calculating Q and H by equations 
(9) and (17) are small, as mentioned above, probably less than 3 per
cent. Moreover, the low losses justify the assumptions made in the 
analysis which are therefore small and can be neglected. 

The most important parameter which can serve to characterize the 
system behavior at steady-state is the temperature difference over 
the heated section, which is directly related to the flow rate in the loop, 
equation (9). Figure 5 shows all the data of ATR; the variation (for the 
same power) is quite small—1.5°C for one-loop.and 1.1°C for two-loop 
operations. The conclusion is that the configuration of the vessel-
heaters, upper plenum and orifice plate was not the dominant pa
rameter affecting the flow, but rather the flow resistance of the tubing 
in the loop governed the steady-state behavior. Calculations of the 
flow resistances yield the same results. However, the systematic de
viations between the data points in Fig. 5 are significant enough to 
enable examination of the vessel geometry effects. 

4.1.2 Visual Observations. Convection currents were clearly 
visible due to the refraction of light in density gradients and the 
motion of small dust particles in the flow. Flow patterns were non
uniform: a clear upward buoyant plume formed centrally for the axial 
immersion heater, which the orifice plate smoothed out. A cold "wa
terfall" effect with an expanding mixing zone could be seen in the 
downcomer as cooled water returned from the cold legs, indicating 
incomplete mixing of the returning water. Where the leakage paths 
existed at the hot leg connections as explained above, flow jets could 
be clearly seen emanating from the holes, retaining their identity for 
10-20 hole diameters. The conclusion from the visual observations 
was that the flows were three-dimensional and were never hydrody-
namically fully-developed. 

4.1.3 Effect of Orifice Plate. In runs 1-3, the orifice plate had 
the same flow area, see Fig. 4(a) and Table 1. As can be seen from Fig. 
5, and considering the change in power between runs 2 and 3, the effect 
on ATR is indeed very small. In runs 4-6, the orifice plate created a 
higher flow resistance. For two-loop operation, ATR was higher than 
in the previous cases as could be expected. For one-loop operation, 
however, ATR was lower, implying a higher flow rate than before. This 
can be attributed to a recirculation region in the upper plenum (in 
runs 1-3) caused by the observed jets rising through the center holes. 
The partial elimination of these jets in runs 4-6 reduced this region 
in the nonsymmetrical one-loop operation, enhancing the flow towards 
the hot leg. Similarly, the results of runs 10 and 11, where the orifice 
plate had the outside openings only, show a decrease of ATR (com
pared to runs 7 and 8 with the same heater configuration). This 
demonstrates that most of the flow passes through the outside of the 
plate, leading to recirculation in the upper plenum and a reduction 
of the flow rate. 

4.1.4 Upper Plenum Design. The effect of the second configu
ration of the upper plenum (Fig. 4(b)), with a better connection to the 
hot legs (run 11), was exhibited by a marked decrease of the temper

ature difference (and increase of the flow rate) as can be expected, see 
Fig. 5. 

4.1.5 Input Power Distribution. The change to stacked spiral 
heaters (runs 7 and 8 with the same orifice plate as runs 4-6) caused 
only a slight change of ATR for two-loop operation, while a significant 
increase was obtained for one-loop operation (see Fig. 5). This be
havior can be attributed partly to the increased flow resistance of the 
stacked heaters, and partly to the skewed temperature and velocity 
distributions formed by the uniform heating in the core and non
symmetrical flow through only one loop. 

4.1.6. Effect of Power Variation. Run 9 (see Table 1 and Fig. 5) 
was performed at half power compared to all other tests. The ratio 
of the average temperature differences for full- and half-power tests 
is 1.33 for one-loop and 1.41 for two-loop operation. This agrees well 
with the analytical calculations, equation (14), for laminar flow, where 
ATR is proportional to P1/2. As shown in the following discussion, the 
range of Reynolds number corresponded, indeed, to laminar flow. The 
flow was near the transition region in the cold leg during one-loop tests 
at full power; even in this case, the flow was laminar in the rest of the 
loop. The same conclusion can also be drawn by comparing the results 
of the one-loop and two-loop tests (Fig. 5). For turbulent flow A2100P 
^ 4 (^lioop), while for laminar flow, r2iooP ~ 2 (>'iioop)- The ratios of ATR 

(1.38 - 1.47) are closer to 21/2 than to 41 / 3 (see equations (13) and 
(14)). 

4.1.7 Comparison of Experimental and Theoretical Results. 
The average values of the temperature difference ATR for all the one-
and two-loop experiments for both input powers are listed in Table 
3. The flow rates in the heated section, QR, were estimated by equation 
(9); for two-loop operation, the flow rate in each loop is half of QR. The 
mean velocities in the cold leg, uc, where calculated from these values 
of QR. The table also includes a comparison with the cold leg velocities 
measured by tracing dye movement by a video tape recorder, run 4. 
For the one-loop operation, the agreement is quite good; for the 
two-loop operation, the estimated average velocity is considerably 
lower than the measured value. This is most probably because the 
latter represents the conditions near the center of the tube. For one-
loop operation, the flow is near the transition to the turbulent flow 
regime and the transverse velocity profile is flat. For two-loop oper
ation, the flow is laminar and the velocity near the center is much 
higher than the average. Taking into consideration these arguments, 
the agreement between the estimated and measured velocities is 
reasonably good. 

Table 3 also includes the analytical results of AT;; and QR. The 
Reynolds number range implies laminar flows and equations (14) were 
used. The equivalent "driving head" is Az = 0.366 m (see Fig. 2). The 
flow resistance parameter for one loop, r — 3600 (ms)_1, was obtained 
from the pressure-drop measurements; this value agrees well with 
textbook friction loss correlations. It can be shown that for parallel flow 
through both loops, r for one complete loop (one-half of the flow) is 
given by r = r\oop + 2 rR. As mentioned above, the resistance of the 
vessel was much smaller than that of the loop and can be ne
glected. 

The comparison between the measured and calculated temperature 
differences is also shown in Fig. 6, which includes nuclear power plant 
data and the results of calculations carried out by the same method. 
The plant is a 2500 MWt PWR with two loops having once-through 
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steam generators. The data for the natural circulation flows are for 
about 0.1 percent of full power, cf references [17-18]. 

The differences between the measured and calculated values of the 
temperature difference A T R is between 17 and 23 percent. The dis
crepancies are mainly due to the multidimensional and developing 
nature of the flow affecting the loop resistance. As mentioned above, 
these effects were also observed visually during the experiments. 
Developing jet-type behavior and internal areas of recirculating flows 
in and between the heated section and the upper plenum could be 
detected. 

4.2 Transient Behavior of the Natural Circulation Loop. 
4.2.1 General Behavior. Most of the tests were performed as 

transient flows between two steady end conditions of one and two-loop 
operation. The behavior in all cases except for run No. 5, discussed 
below, were quite similar: initial short-term transient followed by a 
longer term stabilization of the temperature distribution. The results 
for runs 10 and 11 (both from one to two-loop operations) are shown 
in Fig. 7. The hot leg temperatures were very close in both loops, and 
one curve for Tu is illustrated. The behavior of cold leg temperatures, 
however, was different. Initially, TCB in the inactive loop B was close 
to TH- It sharply decreased immediately following the activation of 
the heat exchanger in this loop (by initiating secondary coolant flow). 
This can be explained by the heat removal in the previously stagnant 
loop. Accordingly, the characteristic transient time of this process 
should be the time it takes for a "fluid particle" to complete one cir
culation of the loop. This will be given by L/u where L is the total 
circulation length (5.9 m—see Fig. 2) and u is a characteristic average 
velocity. Since the flow rate during this initial transient is close to 
one-loop operation, the estimated average cold leg velocity is 0.073 
m/s (Table 3), and u is found to be 0.034 m/s, which yields a value of 
2.9 min for the first transient time. It can be seen from Fig. 7, indeed, 
that the time for TCB to reach the value of TCA is about 3 min. 

The effect of the upper plenum configuration on the transient be
havior of the system can be seen from Fig. 7. The decrease of the av
erage system temperature (represented by Tri) is more rapid with the 
second design of the upper plenum (run 11), which had a better con
nection to the hot legs (see Fig. 4(b)). This effect is more pronounced 
in the initial stages of the transient because of the reduction of the 
stagnant region above the orifice plate. 

4.2.2 Comparison with the Analysis. The mean system tem
perature, given by equations (20) and (21) as a function of time, is also 

plotted in Fig. 7-run 10 (see also Table 2). The average primary 
temperature at the end steady-state, Tp = 31°C, calculated by 
equation (21), is very close to the measured value. The overall heat 
transfer parameter for the heat exchanger, H = 0.195 kW/°C, was 
calculated from a heat balance, equation (17). The heat transfer 
coefficient h (and then H) can also be estimated by basic convective 
heat transfer considerations assuming the primary side to be limiting. 
For developing laminar forced flow in a tube, the heat transfer coef
ficient h (or the Nusselt number Nu) is given as a function of the 
Graetz number. The effect of natural convection, which is very sig
nificant in the flow under consideration, can be accounted for by the 
following empirical expression, e.g., reference [19]: 

1 + 0.072 

Ra-
D\3/4. 

Gz 

1/3 . 
(24) 

where the Rayleigh number is based on the average temperature 
difference between the primary and secondary sides. The result for 
the heat transfer parameter is H = 0.153 kW/°C. The deviation from 
the estimate of 0.195 kW/°C is 21 percent, the same order of magni
tude as that in the flow resistance coefficients. As mentioned above, 
these deviations are due to the multidimensional flow patterns in the 
natural circulation loop. 

The estimated value of H yields T = 20.6 min (equation (21)). The 
time constant obtained from the experimental curve for Tni(t) is 
approximately 16 min., with a deviation, again, of 25 percent from the 
theory. The agreement between the analysis, based on the estimated 
for H from equation (17), and the data (Fig. 7) is quite good, consid
ering the simplified approach. 

4.2.3 Oscillatory Behavior. In run No. 5, the initial steady-state 
condition was a one-loop operation where the primary flow in loop 
B was shut off by a valve. The transient caused by opening this valve, 
with secondary coolant flow in loop A only, is illustrated in Fig. 8. It 
can be observed that an initial short-term transient of about one 
minute took place, during which the hot leg temperature near the 
vessel THBI increased, while the cold leg temperature dropped to a 
value close to that of the stagnant secondary fluid, indicating a flow 
from the core into the hot leg. Thus, the initial temperature distri
bution in the completely stagnant loop B had a minimum with a value 
near T\\ at the bottom of the heat exchanger, see Fig. 8. It is concluded, 

30 60 
t (minutes) 

Fig. 7 Transient behavior of the system; hot and cold legs and average core 
temperatures, run 10; the latter compared with the analysis and with run 
11 
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50 100 
t (minutes) 

Fig. 8 Oscillatory behavior of the loop—run No. 5. 
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then, that when a loop was maintained inactive just by no secondary 
flow in the heat exchanger, some weak flow existed due to heat 
losses. 

The short-term transient discussed above was followed by some 
fluctuations of the temperatures; these decayed after about 15 min. 
It appeared as if the system approached a stable steady state. As can 
be seen from Fig. 8, however, the temperature at the top of the heat 
exchanger in the inactive loop was continuously decreasing (at a 
constant rate) due to heat losses. At about 90 min, a critical condition 
was reached, as indicated by the sharp oscillations. The temperature 
at the top of the B-loop heat exchanger (T//B2) increased rapidly, 
accompanied by a sharp increase of the cold leg temperature. At the 
same time, TH in the active loop and the temperature Typi in the 
upper plenum near the B-loop inlet decreased. This is clearly an in
dication that a flow reversal occurred in the B-loop, caused by the 
density difference in the vertical section of the hot leg: heavier liquid, 
at a lower temperature, on top and lighter liquid near the vessel (THB2 
< THBI)- After about 10-15 min, the temperatures stabilized again, 
but a decrease of THBI could be observed at the same rate as before. 
This could mean that another oscillation would occur had the ex
periment not terminated. 

Finally, it is worthwhile to calculate the Rayleigh number in the 
rising section of the cold leg at the start of the reversed flow. The 
relevant temperature difference was THBI ~ THBI = 6°C and L = 0.94 
m, yielding Rac = 2.7 X 1011. It is noted that this Rayleigh number 
is of quite different order than that associated with the classical Be-
nard-Rayleigh convection instabilities of a large horizontal liquid layer 
heated from below. 

5 Conclusions 
Natural circulation in a model loop relevant to a PWR has been 

shown to be an effective means of heat removal. By comparing a 
one-dimensional analysis with results of the experiments and available 
plant data, it has been demonstrated that simple analytical modeling 
is capable of describing the steady-state and transient behavior. 

Various parameters, such as the core flow resistance, input heat 
distribution, and upper plenum geometry, have been shown to give 
rise to three-dimensional flow effects. These contribute to the overall 
uncertainty of order 30 percent, between the analysis and the data. 
It is noted that both the experimental uncertainties and the ap
proximations introduced in the one-dimensional analysis (Boussinesq 
and linear temperature distribution in the heat exchangers) can only 
account for about 10 percent deviations between the theoretical and 
experimental results. Finally, the experiments showed that certain 
loop conditions, which give rise to inverted density profiles, can cause 
instabilities of the flow. 
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Refilling and Rewetting of a Hot 
Horizontal Tube 
Part III: Application of a Two-Fluid Model to 
Analyze Rewetting 
Experiments on rewetting and refilling of hot horizontal tubes [1] indicate that a liquid 
"tongue" initially runs along the bottom causing significant precooling. The rewetting 
front follows this tongue, with the bottom of the tube rewetting before the top. Very little 
precooling is observed at the top and rewetting apparently occurs at quite high tempera
tures. Rewetting velocities generally decrease with increases in inlet water temperature, 
initial tube wall temperature and power input into the tube. Rewetting velocities increase 
with increases in injection flow rate. The data cannot be explained in terms of a conduc
tion controlled rewetting model. Also the rewetting temperature varies considerably be-

. tween the top and bottom of the tube, and along the tube. The phenomena appear to be 
hydrodynamically controlled and are well predicted by a two fluid model with reasonable 
constitutive equations for wall and interfacial friction, and heat transfer. The transverse 
gravitational force has to be incorporated in the model to account for flow stratification. 
The most critical constitutive relationship is with regard to the transition from film boil
ing to a rewet surface at the bottom of the tube. A model based on interfacial instability 
to signal this transition predicts the experimental results. 

Introduction 
Rewetting and refilling is a very complicated thermalhydraulic 

process [1]. To model it, the simple conduction controlled rewetting 
model [2] is clearly inadequate as discussed previously [1]. Physically, 
rewetting is the re-establishment of water contact with a hot surface. 
In the case of a moving quench front, highly nonequilibrium processes 
occur. For example, sputtering exists at, and violent boiling exists 
behind, the quench front. These processes determine the rewetting 
rates and cannot usually be "frozen" as assumed in the conduction 
controlled model through the assumption of a constant quench ve
locity. Instead the process is strongly affected by the local flow pa
rameters, such as pressure, heat transfer coefficient, water flow rate 
and subcooling. Thus, to better model the flow situation, a nonequi
librium two-fluid model is needed. This two-fluid model approach 
is especially necessary for stratified flow in horizontal channels. 

A simplified two-fluid model which can be used to study the refilling 
and rewetting process in a hot horizontal tube has been developed in 
a previous paper [3]. The model has been used to predict the refilling 
of a cold tube. 

In the present paper (which is the last in a series of three papers), 
the refilling and rewetting of a hot horizontal tube is analyzed using 
the simplified two-fluid model. Results are compared with experi
mental data presented previously [1], 

Numerical Procedures 
The governing equations [3] are solved numerically using a com

puter code (REWET). The code solves the hydraulic and thermal 
equations using an upwind finite difference characteristic method 
and an explicit finite difference technique, respectively [3]. A flow 
diagram of the code is given in Fig. 1. The computational steps are 
shown. 

Twenty-four cells are normally used to represent the heated test 
section. Six cells are used to simulate the inlet and outlet tubing, re
spectively. More cells have been used for spatial convergence studies. 
Uniform mesh sizes are used for the present investigation, however, 

nonuniform meshes can be incorporated into the code with minor 
modifications. 

Since explicit numerical schemes are used, the time step size (At) 
is limited by stability considerations. The stability conditions are not 
the same for the hydraulic and thermal equations. It has been found 
that in general, the gravity wave velocity in the hydraulic equations 
tends to limit At [4], Therefore, At is determined by the stability 
condition of the hydraulic equations and is given by 

Az Az 
At < min 

UL + c\ \UL-c\ 
(1) 

Different time step sizes have also been used for temporal convergence 
studies. 

SET I N I T I A L AND BOUNDARY 
CONDITIONS 
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CALCULATE LOCAL HEAT TRANSFER 
COEFFICIENT h ( z , e , T w ) 

CALCULATE WALL TEMPERATURE 
T™{z,e , t ) 

CALCULATE LIQUID TEMPERATURE 
T L ( Z , T ) 

OUTPUT DEPENDENT VARIABLES 

DETERMINE At USED 

CALCULATE E, AND E 2 

SOLVE HYDRAULIC EQUATIONS 
FOR " L ( z , t ) S h L ( z , t ) 

Fig. 1 Flow diagram of computer code REWET 
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The heat transfer mechanisms during the refilling and rewetting 
transients are very complicated. Different modes of heat transfer exist 
along the channel depending on the local water level and wall tem
perature. The effective heat transfer coefficient (h) is, in most cases, 
the sum of the coefficients of a number of heat transfer processes. The 
local heat transfer model used is given in Table 1. The correlations 
for the coefficients of different heat transfer processes are also 
given. -

Constitutive models are required to obtain the interfacial transfer 
terms which appear on the right hand side of the hydraulic equations 
(i.e., in E\ and E^). Some constitutive models for one-dimensional 
two-phase flows are given by Hughes, et al. [6] for different flow re
gimes. The models used in the REWET code are summarized in Table 
1. Stratified flow js assumed. 

S u r f a c e R e w e t t i n g 
In order that the REWET code can predict the right quench be

haviour, the appropriate local heat transfer coefficients have to be 
supplied as a function of time. Since quenching is associated with high 
heat transfer and since it is always preceded by stable film boiling 
except maybe in the region close to the top in a horizontal channel, 
it is clear that the high heat transfer follows breakdown of stable film 
boiling to transition or nucleate boiling. The conditions under which 
such transitions take place are not well understood. However, they 
are of paramount importance in the understanding of the rewetting 
processes. A transition model based on stability considerations will 
be described. The model is capable of predicting the right quenching 
conditions for our experiments. 

Necessary and Sufficient Conditions for Surface Rewetting. 
In film boiling, the heated surface is blanketed by a thin film of vapor. 
Surface rewetting may be initiated by instabilities at the liquid-vapor 
interface. It should be emphasized here that the breakup of the in
terface does not automatically lead to surface rewetting. For example, 
breakup of an extended liquid mass boiling over a very hot surface 
into a number of smaller masses does not necessarily result in re
wetting. When the interface breaks up, regions of enhanced heat 
transfer (rewet spots) may form on the heating surface. This provides 
the necessary conditions for surface rewetting. However, if the surface 
is highly conductive and has a high heat capacity, these regions of 
enhanced heat transfer will dry up rapidly and film boiling is restored. 
Therefore, the sufficient condition for surface rewetting would require 
that the rewet spots could grow or spread. 

A process which has been widely observed experimentally leading 
to surface rewetting is the so called Leidenfrost transition [12]. The 
surface temperature at the transition point is known as the Leiden

frost or rewetting temperature. Rewet spots win form when the surface 
temperature drops to the rewetting temperature and the thrust due 
to vapor generation can no longer support a continuous liquid-vapor 
interface. Provided the rewet spots can grow, the decrease of the 
surface temperature to the rewetting temperature provides, in general 
the necessary and sufficient conditions for surface rewetting. Since 
the spread or decay of the rewet spots is expected to be locally con
duction controlled, this would explain why the rewetting temperature 
has been found to depend on the physical properties of the heating 
surface as well as the surface finish. 

It should be pointed out here that the concept of a Leidenfrost or 
rewetting temperature is not always tenable. Wachters, et al. [13] has 
shown that under carefully designed experimental conditions, liquid 
drops can exist without wetting the surface even when the surface is 
below the saturation temperature of the liquid. This can happen when 
an intact vapor layer can be maintained. 

The existence of intermittent solid-liquid contacts or rewet spots 
in stable film boiling has been detected by Bradfield [14] and Kovalev 
[15]. Their results give strong experimental support to the fact that 
interface breakup or the formation of rewet spots on the heating 
surface does not, in general, provide sufficient conditions for surface 
rewetting if the surface temperature is high enough. 

However, if the heat capacity of the hot surface is low, e.g., a thin 
walled tube, rewet spots can spread once formed even if the temper
ature is high. Thus, the break up of the liquid-vapor interface will 
provide both necessary and sufficient conditions for surface rewetting. 
In other words, rewetting can occur independent of the surface tem
perature. 

This has been found to be the case for our refilling and rewetting 
experiments which used a thin walled test section, 0.898 mm thick. 
It was found that rewetting can occur at wall temperatures much 
higher than the corresponding Leidenfrost temperature and the ap
parent quench temperature can be quite different at different axial 
locations [1], Instability of the liquid-vapor interface in film boiling 
may therefore be the dominant mechanism that results in surface 
quenching in our experiments. The mechanism that, in turn, leads 
to instability of the liquid-vapor interface will now be examined. 

Instability in Film Boiling. The mechanism proposed is based 
on the instability of a wave at the liquid vapor interface. The insta
bility is hydrodynamic in nature, the wall temperature affects it in
directly through the velocity and the thermophysical properties of 
the vapor. The use of interfacial stability in analyzing transition from 
film boiling was first proposed by Chang [16] and later developed by 
Zuber [17]. The existence of capillary waves (or ripples) on the in
terface in film boiling has been observed experimentally, for example, 

. N o m e n c l a t u r e . 

A = area 
c = gravity wave velocity, wave velocity 
Cp = heat capacity 
D = diameter 
Dh = hydraulic diameter 
e = surface emissivity 
/ = friction factor 
g = gravitational force 
Gr = Grashof number 
h = enthalpy, heat transfer coefficient 
HL = liquid level 
hq = effective quench level 
hfg = heat of evaporation 
k = thermal conductivity 
m = wave number, friction force multiplier 
m = rate of interfacial mass transfer 
M = total mass of liquid inventory in the 

system 
p = pressure 
Pr = Prandtl number 
QV = liquid volumetric flow rate 
Qin = energy input from channel wall 

Qout = energy lost by channel wall in terms of 
losses in heat capacity 

r = radial direction 
Re = Reynolds number 
t = time 
T = temperature 
u,U = velocity 
V = rewetting velocity 
y = vertical distance 
yh = hydraulic depth 
z = axial direction, axial distance 
a = void fraction, thermal diffusivity 
p1 = fraction of energy input used for evapo

ration 
y = weighting factor in the determination of 

the interface velocity 
S = vapor film thickness 
AM = mass difference 
At = time step size 
AT = wall superheat 
Az = mesh size 
e = channel wall thickness 

0 = angular position 
A = wavelength 
p = density 
a = surface tension 
<f> = two phase friction multiplier 

Subscripts 

B = bottom of channel 
CHP = critical heat flux 
crit = critical 
F = fluid 
G = vapor phase 
i = interphase 
in = inlet 
k = phase k 
L,f = liquid phase 
r = relative 
sat = saturation 
S = mid-side of channel 
T = top of channel 
2 = axial direction 
w = channel wall 
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Table 1 Constitutive relations used in REWET 
f — 
Constitutive 
Relations 

Interfaclal 
Mass 

Transfer 

' 

Wall Shear 

-Liquid 
Phase 

Equations Used 

where 

6 a 1 Film Boiling Region 

a 0 Quenching Region 

FWL * K uJ ul>lA /' IL Ao 
where 

f. B mf Inlet Feeder Region 
L - f h. - D 

a 1 Quenching Region 

Film Boiling Region 

and 

f - O.Q791/Re0-25 

m - F(u°) 

* - 60 

Reference 

Chan [4] 

Chan [4 J 

by Bromley [18] and by Westwater and Santangelo [19]. Therefore, 
they are worth examining for an explanation of rewetting of thin 
tubes. 

Hydrodynamically, when two fluids, in contact with each other, are 
in relative motion, then if the relative velocity is high enough, a Kel-
vin-Helmholtz instability [20] would set in. The amplitude of the 
capillary waves on the interface would grow under favorable condi
tions. 

For a flat interface for which we consider the effect of surface ten
sion, the propagation equation for a small disturbance as derived by 
Lamb [20] and adopted by Zuber [17] is given by 

PLPC ;(UG-UL)* (2) 
PL + pa (PL + Pa)2 

The condition for instability is that the disturbance or wave can grow. 
That is, c should have an imaginary part. The stability criterion can 
be obtained for c to be wholly real as 

U„ UQ-UL< 
PLPG 

• (PL + pa) 
1/2 

(3) 

When this criterion is not satisfied, the interface becomes unstable 
and the necessary conditions for a transition from film boiling and 
subsequent surface rewet are present. It should be emphasized again 
that these may not be sufficient conditions except for very thin walled 
tubes. Sufficient conditions would require that the localized high heat 
transfer regions (rewet spots) could grow. 

Vapor Flow in Film Boiling. Film boiling occurs when a con
tinuous layer of vapor is generated at the liquid-vapor interface due 
to the heat conducted through the vapor film from the heating surface. 
Considerable experimental and analytical work has been done on film 
boiling under different physical situations, e.g. by Bromley [18], Chang 
[12], Berenson [10], Hamill and Baumeister [22], Breen and West-
water [23], Kruger and Rohsenow [24] and others. In all these inves
tigations, the primary objective was to obtain heat transfer coeffi
cients. The vapor flow in the vapor film has not received much at
tention. Since the vapor velocity in the vapor film may determine the 
stability of the film if Kelvin-Helmholtz instabilities are considered, 
it is one of the most important parameters in predicting boiling 
transition and subsequent quenching of the surface in thin walled test 
sections. A detailed analysis of the vapor flow in the vapor film for 
stratified flows in horizontal systems is given by Chan [4]. Only a brief 
description will be presented here. 

The flow model used is shown in Fig- 2. The liquid is separated from 
the tube wall by a thin vapor film. The thickness of the vapor film (5) 
can vary under the influence of vapor generation and thrust, hydro
static pressure and pressure drop due to vapor flow. The flow of vapor 
is assumed to be one-dimensional as'shown, i.e. it is assumed that it 
will vent upwards and then flow along the channel in the vapor space 
above the liquid. 

Constitutive 
Relations 

Wall Shear -

Vapor Phase 

Interfaclal 

Shear 

Momentum 

Transfer 

Local 
Heat 
Transfer 
Model 

Table 1 continued 

Equations Used 

FWG °IfG " G!
uGi pG aG / aG Ao 

where 

f„ « 0.005 
b 

FGL " ? W A V * , 
where 

ur= UG •" UL 

f( = 0.005 

fll L. 1 

where 

and 

-, = 0.5 

(1) hL - 0 

h - hVF + hfc + hRA„ ofyio 

( « ) o < h L < ( h L ) c r , t 

F - h F B + h F C + hm 0<y<hL 

h - V + hFC _ h M 0 hL:y;o 

(in) (h L) c r 1 t< hL < D 
JT - h V F + h F C + hm hL<y<D 
h - h F B + h F C + hRflD hq<y5hL 

W " \ * hFC + hRAD °-y'-\ 

where 

hq = hTB Tw " TCHF 

= hNB Tsat<?w<TCHF 

• hLF Tw ! Tsat | 

Reference 

Wall is [5] 

Wallls [5] 

Hughes et al [6] 

Chan [4] 

Free Convection 
Heat Transfer 
Coefficient 

Radfation Heat 
Transfer 
Coefficient 

Vapor Phase 
Heat Transfer 
Coefficient 

Liquid Phase 
Heat Transfer 
Coefficient 

Film Boiling 
Heat Transfer 
Coefficient 

Transition 
Boiling Heat 
Transfer 
Coefficient 

Nucleate 
Boiling 
Heat Trans
fer Coeffi
cient 

(1v) hL - D and T w < T $ a t 

K " hLF * hFC + hRAD °-"-D 

hfc - 0.525(Gr.Pr)
0'25 y o ^ 

hRAD ' »«<<! " Tj)/(TW - Tf) 

hVF . 0.023(J-^) ^ 

\ F = 0 . 0 2 3 ( ^ 1 (-£-),,! 

k3 h „, ,0.25 K.n. p g(pf-p„ 
hr„ = 0.425{ 9

 f1 8 L_a_j 
tS

 U g»TA/g( 0 f- P g) 

h T B - 9 x 10
3exp(-0.0054 4rw) 

h = exp(P/630) T 

NB (0.072)' w 

McAdams'[7] 

Bird et al [8] 

Slssom and Pitts 
.[9] 

Slssom and Pitts 
[9] 

Berenson [TO] 

Tong [11] 

Tong til] 

Considering the vapor channel, we can write down the mass and 
momentum conservation equations for the vapor phase: 
Mass Conservation 

d5 3 feATl 
Pa — + Pa — (5 • VG) = -— -

dt dx hfg o 
(4) 

where constant vapor density is assumed and heat transport is as
sumed to be by molecular conduction across the vapor film only, i.e., 
h = k/8. Ua is the vapor velocity in the vapor channel. 
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Fig. 2 Film boiling model 

Momentum Conservation 

— (8-UG) + — (8- UG2) = - — — (8 • P) 
dt dx pa dx 

Pa 
TG T Ti) T 

Pahfg 8 

Where P is the local pressure and can be shown given by 

1 IkATIV 
P-Po = PLg(hL-y)-^\~-\ -<r 

PG \ hfe 8j 

PHH PVT 

[-01 
Psi 

- 3 / 2 Q2 5 

i)X2 

(5) 

(6) 

The terms are respectively contributions from hydrostatic head 
(PHH), vapor thrust (PVT) and surface tension (PST)- PHH is maxi
mum at y = 0 and equals zero at y = hi. PVT results from mass 
transfer. P$T is usually small except near 0 = 0 and can be ignored. 
Po is the system pressure above the liquid and is considered con
stant. 

Equations (4) and (5) can be simplified if the time derivatives are 
assumed to be small. The set of equations are then solved numerically 
using an explicit finite different technique for 8 and UG- It was found 
that 8 is nearly constant in the first half of the vapor channel and 
opens up rapidly after that. UG rises linearly from zero at the origin, 
gets to a maximum at the point where 8 starts to increase rapidly. It 
then decreases due to an increase in flow area as 8 increases [4], 

Film boiling heat transfer coefficients at the bottom of the tube are 
also obtained by this analysis and are in agreement with the correla
tion given in Table 1. 

Onset of Instability. The instability criterion for boiling tran
sition as given by equation (3) can be reduced to 

Ua> 
2ir<r 

PGX. 

1/2 

(7) 

because pi » pe in our experiments, and UL is very small in the as
sumed direction of flow in the vapor film. 

From equation (7), it is clear that the stability of the vapor film is 
determined by X and UG- X is the wavelength of the Kelvin-Helmholtz 
instability and is dependent on the system geometry. For the flow 
situation shown in Fig. 2, the two lowest modes of oscillation are given 
in Fig. 3. Higher order harmonics may be excited at later stages of the 
boiling transition when UG can become large locally. However, at the 
onset of instability, only the fundamental mode and its first harmonic 
are considered. It is not clear which of the two modes will be excited, 
because it is not clear whether the vapor channel length should be 
taken as the entire liquid-vapor interface length or just half of that 
due'to symmetry. 

Assuming the wavelength, X, equals the vapor channel length, the 
critical vapor velocity (Ucr-,t) for the onset of the Kelvin-Helmholtz 
instability can thus be calculated using equation (7). Results for the 
fundamental mode and its first harmonic are plotted in Fig. 4 for 

Fig. 3(a) cfn = 0, X = 2R0„ Fig. 3(6) n = 1, X = R0O 

Fig. 3 Possible modes ot oscillation 
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Fig. 4 Critical and average vapor velocities versus water level 

different water levels (hi,). It can be seen that t/c ri t is always higher 
for the first harmonic. 

The average vapor flow velocity in the vapor channel is also plotted 
in Fig. 4. Results for different wall superheats (AT) are shown. Av
eraged vapor velocities are used here instead of the local values be
cause the growth of the interfacial wave will be affected by the vapor 
flow over a distance equal to half of wavelength. 

The critical water level for the outset of instability can be readily 
obtained from the figure. This is the water level at which UG equals 
t/crit. Since UG is essentially independent of AT, (hi)crit is also in
dependent of AT. It should be noted that (hjJcrit is higher for the first 
harmonic. 

From the above analysis, it is obvious that (/i£,)crit so deduced is only 
good to a first approximation because there are uncertainties with 
regard to X and UG- Also the initiation of an interfacial instability may 
not always lead to rewetting as mentioned before, though for very thin 
walled systems, it might provide both necessary and sufficient con
ditions. More precise values may be obtained empirically by com
paring numerical results with experimental data. The procedure will 
be described in the next section. 

The Quench Model 
The computer code, REWET requires the use of a quench model 

which can predict boiling transitions under different thermalhydraulic 
conditions. As discussed above, the mechanism suggested for boiling 
transition in the present situation is a Kelvin-Helmholtz type of hy-
drodynamic instability. A critical water level, (hz,)crit can be derived. 
A simple quench model based on (hi)„-A is proposed in Fig. 5 where 
the tube wall level (hq) at which boiling transition occurs is plotted 
against hi, the water level. It can be seen that no transition takes place 
at the lower portion of the tube covered by water until (/i/Jcrit is 
reached. At this point, the vapor film becomes unstable, and boiling 
transition is postulated to occur at the bottom. It is not clear how hq 

changes with hi. However, it is certain that hq would rise as hi in
creases. At hi = D, i.e. when the tube is filled to the top, boiling 
transition at the top will occur simultaneously i.e., hq = D. This can 
be shown to occur due to an axial interfacial instability of the Kel
vin-Helmholtz type. 

A linear function is used in Fig. 5 relating hq and hi between (hi)Cnt 
and D. However, this need not be the case. Other functions may be 
possible. Examples are shown in broken lines in the figure. Since the 
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Fig. 5 Quench model 
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Fig. 6 Rewettlng velocity (VB) versus critical water level (hL )„„. 

way the surface is quenched is not known in detail, a straight line 
function is used in REWET for simplicity. The results are not very 
sensitive to the form of the function. 

In order to use the quench model, (/liJcrit has to be known. Theo
retically, (/tt)Crit is obtainable using the hydrodynamic instability 
model. It is of interest to compare the theoretically predicted value 
of (hi)ait with those determined from experiments. 

Numerical studies indicate that since (^t)crit determines the onset 
of surface quenching for the bottom or lower portion of the tube, it 
has a first order effect on the advancement of the leading edge of the 
quench front. (hzJcrit can be adjusted till the experimentally measured 
values of VB match the numerical results obtained from the code 
REWET. For fixed initial and boundary conditions, REWET is run 
with different (hi )crj t values. Results are then compared with the 
corresponding experiments. The value that gives the closest agree
ment is chosen. 

The results of such a numerical procedure are shown in Fig. 6 for 
different initial wall temperatures. The experimental data bands are 
also shown. It can be seen that VB decreases as (/i/Jcrit increases and 
intercepts the data bands. The (hzJcrit values that give VB which are 
within the data bands are obtained. It should be noted that (hi) cat 
so deduced are essentially empirical. Their accuracy depends on the 
accuracy of the experimental data used. In general, (hi)CT-A can be 
determined to within 0.025D as can be seen in the figure. 

The empirical curve for (/i/,)Crit is given in Fig. 7 together with the 
theoretically predicted values. The agreement between the theoretical 
and empirical results are good. The instability theory can predict 
(Went reasonably well. A weak wall temperature dependence is ob
served in the empirical curve. This means that the wall temperature 
can have some effect on the boiling transition, which is to be expected 
physically. However in view of the relative simplicity of the instability 
model the agreement is good. 

n=0 FUNDAMENTAL MODE 
n=1 F IRST HARMONIC 

THEORETICAL 

EMPIRICAL 

200 300 100 500 600 

WALL TEMPERATURE ( ° C ) 

Fig. 7 Comparison of theoretical and empirical water level for vapor film 
instability 

0 3 6 9 
TIME (sec) 

Fig. 8 Transient top and bottom wall temperatures—comparison of exper
imental and numerical results 

Results 
Using the quench model discussed and the constitutive relations 

as given in Table 1, the refilling and rewetting processes in a hot 
horizontal channel can be predicted using the computer code 
REWET. 

It should be noted that the constitutive models used have been kept 
as simple as possible. For example, the friction factor, fo and /; assume 
constant values of 0.005 in the wall and interfacial shear terms. The 
film boiling heat transfer coefficients in the table also correspond to 
those obtained from the detailed analysis of vapor flow in film boiling. 
|8 is assumed to have constant values of unity and zero, in the film 
boiling and quenching regions respectively in the interfacial mass 
transfer model. Changes in these and other assumptions may change 
the numerical results somewhat. This will be discussed later. The best 
estimates of (ftiJcrit obtained in the previous section are usually used 
in the following analysis. 

Typical quenching results obtained using REWET are shown in 
Fig. 8. The corresponding experimental results are superimposed for 
direct comparison. Only top and bottom wall temperatures at three 
locations (A, C, E) are shown for simplicity. It can be seen that the 
agreement between the numerical and experimental results is good. 
The computer code can predict the quench of the channel in reason
able detail, especially for the bottom of the channel. The apparent 
quench temperatures correspond very well. This means that the 
quench model and the (hzJcrit used are physically realistic. Also the 
proposed quench mechanism (interfacial instability) on which the 
quench model and (/ii)crit are based may indeed be the dominant 
mechanism that leads to surface rewetting for our system. The slopes 
of the numerical temperature curves in different regions are also close 
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Fig. 9 Average rewetting velocity (Vs) versus inlet flow rate—comparison 
of experimental and numerical results 

to those observed in the experiments. This means that the heat 
transfer coefficients used in REWET are close to the actual values 
in the physical situation. 

Average Rewetting Velocities. The REWET code has been used 
to study the refilling and rewetting experiments under different initial 
and boundary conditions. The operating conditions for Group III 
experiments [2] were used. The results are shown in Fig. 9. The ex
perimental results are also shown in broken lines. Good agreement 
is again obtained. The analytical results are "predictive" in the sense 
that they have not been "tuned" to fit the data by varying the con
stitutive equations. 

Effects of other parameters on the average rewetting velocity have 
also been studied, for example, effects of inlet water subcooling and 
test section insulation. Results obtained are consistent with experi
mental data [4]. 

Refilling and Rewet t ing Fronts . In the refilling and rewetting 
processes, we can define two moving fronts: one with respect to the 
quenching of the tube, the rewetting front, and the other with respect 
to the filling of the tube, the refilling front (liquid tongue). In general, 
the refilling front always precedes the rewetting front, because 
quenching can occur only under given hydraulic conditions when there 
is liquid present. 

The movements of these fronts during transients are of practical 
interest, because they affect the mode of heat transfer and conse
quently the tube wall temperatures. In principle, their movements 
can be deduced experimentally from wall temperature measurements. 
However, this would require many wall temperature measurements, 
along and around the tube so that the detailed motion of the fronts 
may be traced. 

The locations of the refilling and rewetting fronts at any instant 
are, however, readily obtainable from the numerical calculations. By 
following the motion of these fronts along the tube, a clear picture of 
the refilling and rewetting processes can be obtained. An example is 
shown in Fig. 10. 

The liquid level, h^ is plotted along the tube at different times after 
the initiation of the transient. The refilling fronts are defined by the 
solid lines in the figure whereas the broken lines define the rewetting 
fronts. Refilling water in the form of a liquid tongue is observed nu
merically extending far downstream. This is in agreement with pho
tographic studies [4] as well as measurements with other instruments 

[!]• 
Sensitivity Tests. In order to assess its performance, the REWET 

code has been subjected to a series of sensitivity tests. The tests are 
for: (i) spatial and temporal convergence and (ii) sensitivity to con
stitutive relations. The tests in the second category are useful in as
sessing the relative importance of the constitutive models used. They 
also provide information on how the code can be improved by 
adopting more accurate constitutive relations. 

The results of the convergence tests are summarized in Table 2. The 
average rewetting velocities, AM/M and Qin/Qout ratios are compared. 
AM/M and Qin/Qout are measures of how well mass and energy are 
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Fig. 10 Propagation of refilling and rewetting fronts—numerical results (initial 
wall temperature = 500°C, inlet flow rate = 85 ml/s) 

Table 2 Convergence tests—computer code REWET 

V„ (cm/s) 

Vs (cm/s) 

VT (cm/s) 

|AM|H 

•WW 

At " At 

24 Nodes 

27.1 

28.0 

27.6 

1.2* 

0.97 

35 Nodes 

27.0 

27.6 

27.4 

1.8* 

0.97 

At=At/2 

24 Nodes 

28.7 

28.1 

28.0 

2.0* 

0.96* 

Table 3 Sensitivity studies 

Changes in Constitutive Relations 

Reference Case 
(constitutive relations in Table 
i are used) 

Liquid to wall shear 
( i ) m =• 5.0; 4 = 50. 
(11) m » 1.0; + = 10. 
( i l l ) m = 3.0; * = 210. 

Vapor to wall and Interfacial shear 
( i ) f i = 0.001; fQ = 0.001 

Interfacial mass transfer 
( i ) S = 0 for both f i lm boi l ing and 

quenching region 

(cm/s) 

25.4 

24.8 
25.1 
24.4 

26.0 

25.7 

(cm/s) 

24.9 

25.0 
24.7 
24.6. 

26.5 

25.5 

7T 
(cm/s) 

25.0 

25.5 
25.2 
25.1 

26.2 

25.9 

conserved in the calculations. It can be seen that the results are good 
for all three cases. Therefore, we may conclude that converged results 
are obtained when 24 nodes and At as given by equation (1) are used. 
It can also be seen that the code conserves mass and energy well for 
all cases. 

Results of the sensitivity tests are summarized in Table 3. A case 
with an initial wall temperature of 500° C and a constant inlet flow 
of 85 ml/s is used as a reference against which other test results can 
be compared. A friction factor multiplier of 2.5 is used in the liquid 
to wall friction factor in the inlet feeder region in the reference 
case. 

The constitutive relations are changed as shown in the table, one 
at a time. Other constitutive relations are kept the same as in the 
reference case. The average rewetting velocities are listed for com
parison. No significant changes in the rewetting rates are observed 
in all cases. This means that the numerical results are relatively in
sensitive to the interfacial transfer terms. However, they are sensitive 
to (foz,)crit as shown previously in Fig. 6. 

This result is very important, because, in the simplified two-fluid 
model used, the vapor phase velocity is not solved in detail. Had the 
numerical results been more sensitive to the interfacial transfer terms, 
a more accurate vapor velocity calculation would have been needed. 
Thus, the simplified model would no longer apply in this hypothetical 
situation. 
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Conclus ion 
The refilling and rewetting processes in a hot horizontal tube have 

been analyzed using the generalized one-dimensional two-fluid model. 
It has been shown that the two-fluid model approach provides a 
powerful structure for analyzing such flow situations, and the for
mulation used can still be relatively simple and close to the real 
physics of the situation. 

To predict the transition of heat transfer mode from film boiling 
or the occurrence of quenching at the bottom of the tube, a quench 
model based on a critical water level, (foz,)crit. is used. (h/Jcrit is ob
tained from a model based on initiation of a Kelvin-Helmholtz type 
of instability at the vapor film-liquid interface in the film boiling re
gion. The values agree reasonably well with those deduced from ex
perimental results. 

The initiation of the interfacial instability is believed to be the 
governing mechanism that leads to surface rewetting. However, this 
is only a necessary condition. The sufficient condition will require that 
the rewet spots formed on the hot surface can grow. For thin walled 
tubes, because of the low heat capacity, rewet spots can probably grow 
once they are formed. Therefore, interfacial instability appears to be 
both necessary and sufficient for rewetting in these cases. 

Several experiments have been conceived to investigate the more 
fundamental aspects of surface rewetting. A relatively simple ex
periment would be to refill and rewet a uniformly-heated horizontal 
tube with high heat capacity patches. Copper blocks can be used to 
produce the patches. It is expected that surface quenching will occur 
downstream of a high heat capacity patch when the patch is still dry. 
Detailed temperature measurements in the block and other locations 
would be used to determine the correctness of our postulate that in
stability of the vapor film is a necessary but not sufficient condition 
for surface rewetting. The most interesting phenomenon would be 
if the high heat capacity patch was actually colder than the upstream 
and downstream sections, but did not rewet. This would support our 
model strongly. 

The simple quench model has been found to be quite successful in 
predicting quenching characteristics and rewetting rates. Numerical 
results were found to be relatively insensitive to the interfacial transfer 
models used. This is because the refilling and rewetting processes are 
dominated by the liquid flow which is in turn affected primarily by 
the inlet flow rate and the hydrostatic pressure head behind the 
stratified quench front. 
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Critical Heat Flux in Helically Coiled 
Tubes 
A study of boiling R-113 in electrically heated coils of various diameters is reported. Sub-
cooled critical heat flux (CHF) is lower with coils than with straight tubes. The difference 
increases as mass velocity and ratio of tube diameter to coil diameter (d/D) increases. On 
the contrary, quality CHF is enhanced and increases with d/D; CHF initially increases 
with increasing mass velocity, but decreases after a maximum is reached. Operational 
problems, in particular upstream dryouts, can occur if a coiled tube is operated with low 
to moderate subcooling near the inlet and with moderately high heat fluxes. 

Introduction 
Many industries use helically and spirally coiled heat exchanger 

tubes for single-phase, evaporating, and condensing flows. Coils are 
used in chemical reactors, agitated vessels, storage tanks, and in some 
nuclear stream generators. In a new application, a coiled tube has been 
proposed [1] for the receiver of a concentrating-type solar collector 
in a large-scale power generation system. 

With evaporating flows, the emphasis has been on once-through 
vaporization and the critical heat flux (CHF) condition. However, few 
studies have dealt with the subcooled region or the transition from 
the subcooled to the quality region. This region is of particular interest 
during system startup and when the heat exchanger is operating with 
near zero inlet quality and with moderately high heat fluxes. 

Various investigators, e.g., [2-9], have concluded that the differ
ences in the heat transfer and pressure drop characteristics between 
flow in coils and in straight tubes can be attributed to the formation 
of a secondary flow superimposed on the main flow. A pair of generally 
symmetrical vortices arises due to the centrifugal force, which occurs 
because of the coil geometry. Some of the findings of these investi
gations are as follows: CHF in coils occurs at different bulk steam 
qualities at different circumferential locations, with the coiled tubes, 
in most cases, having higher qualities at which a particular circum
ferential location exhibits the CHF condition and higher average 
critical qualities at a particular axial location (obtained by averaging 
the qualities required to initiate the CHF condition at different cir
cumferential locations) than vertical straight tubes at the same heat 
flux and tube length, and that the CHF condition usually occurs at 
the inside surface (the surface closest to the coil axis) first. The cir
cumferential location of the initiation of the CHF condition appears 
to be determined by the balance of centrifugal and gravitational 
forces. Because of stronger centrifugal forces and secondary flow, a 
smaller radius coil gives higher critical qualities at the same heat flux, 
mass velocity, and tube length. In general, at a fixed critical quality 
in the high quality region, an increase in mass velocity results in an 
increase in average CHF, which is the reverse of the situation usually 
found with straight tubes. (As will be demonstrated, increasing the 
mass velocity in coils does not always result in higher CHF's.) When 
the CHF condition occurs, the surface temperatures are much smaller 
than those in a straight tube. To help explain forced convection boiling 
behavior, hydrodynamic studies, e.g., [10, 11], have investigated 
adiabatic two-phase flow behavior in coils. One interesting observation 
is that at high gas flow rates the liquid tends to collect at the inside 
surface of the tube (film inversion). A more detailed literature review 
can be found in [12]. 

Few studies have been performed in the subcooled region. Miro-
pol'skiy, et al. [3, 13] found that in the subcooled region the CHF is 
lower in a coil than in a straight tube, but around zero quality a re
versal occurs; over a small quality change, the CHF in the coil changes 
from being lower to being higher than that in a straight tube. No ad
equate explanation was given for this phenomenon. Hughes and Olson 
[14] investigated subcooled CHF in a curved rectangular channel with 

only one side heated at a time. However, their results probably cannot 
be extrapolated to actual coiled tube performance. 

Since little information is available concerning the subcooled CHF 
or the transition from the subcooled to quality region, the present 
study was initiated to determine the coiled tube CHF-xc r behavior 
from the highly subcooled region to the high quality region. A straight, 
horizontal tube was tested to provide the reference data for direct 
evaluation of the coil performance. Since there is strong interest for 
using helically coiled tubes in vapor generators in power plants, it 
seemed appropriate to perform the experiments at a pressure level 
comparable to that which might be used in a power plant. R-113 was 
chosen as the working fluid since, on the basis of scaling laws suggested 
by Barnett [15] for straight tubes, 6.9 MPa water can be modeled by 
0.94 MPa R-113, with the CHF for R-113 being only about 4 percent 
that of water. (The scaling parameters were not verified by compar
ison of the present data to water data.) In addition, there is strong 
interest in Rankine cycle boilers using refrigerants as working 
fluids. 

Experimental Apparatus 
A schematic of the closed flow loop is shown in Fig. 1. R-113 (dis

solved gases <0.05 ppm by volume) was delivered by a variable-speed 
pump to the tube side of the preheater/recuperator (P/R) while some 
fluid was bypassed back to the surge tank. The liquid temperature 
at the outlet of the P/R was controlled by adjusting the flow rate and 
pressure of the fluid on the shell side of the P/R. Electric preheaters 
downstream of the P/R were used to set the required test-section inlet 
temperature. A flow control valve (F3 or F4) at the test-section inlet 
was used to eliminate thermal-hydraulic flow instabilities; F5 or F9 
was used to maintain the test-section outlet pressure. The electrically 
(d-c) heated test sections were enclosed in a transite box. The space 
between the test section and walls of the box was filled with insulation 
so as to reduce the heat loss to a negligible value. The flow was mea-
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sured with rotameters. All temperatures were measured with 30ga 
copper-constantan thermocouples. The thermocouple outputs as well 
as the voltage drops and currents supplied to the test sections were 
automatically monitored with a Hewlett-Packard data acquisition 
system. 

One straight, horizontal tube and three coiled tubes with vertical 
coil axes were tested (see Table 1). The tube material was 316 stainless 
steel. Generally, two lengths (63.5 cm and 127 cm) were used for both 
straight and coiled test sections so as to cover a range of outlet en
thalpy. After coiling a tube, if inspection revealed ripples on the inside 
surface, the coil was discarded since roughness in the tube wall could 
bias the results. Some deformation in tube diameter was experienced 
which resulted in a slightly oval tube, but generally the difference 
between the major and minor diameters was on the order of only 0.05 

Table 1 Test section dimensions 

Test 
Section 

No. 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 

Inside 
Tube 
Diameter 

cm 

0.762 
0.762 
0.744 
0.744 
0.762 
0.762 
0.762 
0.762 
0.762 
0.762 
0.762 

Coil 
Diameter 

cm 
d 
0 

(straight) -
(straight) -
40.96 
40.96 
21.59 
21.59 
21.59 
21.59 
11.75 
11.75 
11.75 

0.0182 
0.O182 
0.0353 
0.0353 
0.0353 
0.0353 
0.0649 
0.0649 
0.0649 

Heated 
Length 
cm 

63.5 
127.0 
129.5 
63.5 
127.0 
125.7 
63.5 
63.5 
127.0 
63.5 
63.5 

Total 
Coil 
Length 
cm 

-762.0 
762.0 
640.1 
501.7 
502.9 
393.7 
294.6 
296.6 
348.0 

Approx. 
No. of 
Coils in 
Heated 
Length 

_ 1 
1/2 
2 
2 
1 
1 

3 1/2 
1 3/4 
1 

Hel fx 
Angle 
deg. 

_ 1.78 
78 
68 
68 
68 
68 
87 
87 
87 

Pitch 
cm/Coil 

_ 2.540 
2.540 
1.588 
1.270 
1.270 
1.270 
1.270 
1.588 
1.588 

Tube 
Mat! 
Thick
ness 
mm 

0.152 
0.152 
0.254 
0.254 
0.152 
0.152 
0.152 
0.152 
0.152 
0.152 
0.152 

For the straight test sections, a straight entrance length of 40 cm 
preceded the heated section. Fourteen thermocouples were spaced 
along the upper tube wall. The wall temperatures of the coiled test 
sections were measured at both axial and circumferential locations. 
For the longer test sections, 14 axial locations were used; for the 
shorter, ten axial stations were used. The axial locations each had four 
thermocouples positioned 90 deg apart around the circumference, 
with 0 deg being at the top of the tube and 270 deg being closest to the 
helix axis. 

The experimental conditions covered in this investigation were: 
P: 0.94 ± 0.04 MPa (at test-section outlet); G: 570-5470 kg/m2 s; q": 
54,000-800,000 W/m2; xCI: -0.55-0.94; and inlet subcooling: 0-110 
K. 

E x p e r i m e n t a l P r o c e d u r e 
Operating Procedure and Data Reduction. As an initial check 

of the experimental apparatus and procedure, single-phase heat 
transfer tests were performed with the coils and compared to corre
lations [16, 17] found in the literature. Agreement was excellent for 
the majority of the Reynolds number range (7100 < Re < 120,000), 
with most Nusselt numbers being within ±10 percent of the predic
tions. 

Testing began after degassing the R-113. The test-section flow rate, 
pressure level, and inlet fluid temperature were set at their required 
levels and the test-section power was increased in small steps. After 
the power was increased, if one or more wall temperatures rose rapidly 
relative to the other wall temperatures, data were taken quickly and 
test-section power than was either rapidly reduced to a low level or 
shut-off completely. Generally, the temperature rise during this time 
was in the range of 16 to 50°C. If damage (carbon scaling caused by 
decomposition of R-113) was indicated during subsequent operating 
checks, the test section was discarded and a new one was prepared. 
Even for a small carbon deposit, changes in the boiling characteristics 
occurred. This problem was not evident in the straight tube tests. 

The inside wall temperature and nonuniform heat flux distribution 
were determined by solving the steady-state heat conduction problem 
for a circular tube, modified to take into account the circumferential 
variation in wall thickness, resulting from the bending process, as well 
as changes in heat and electrical conduction lengths and areas. The 
inputs to the data reduction program were the measured outside wall 

temperatures, voltage drops, and currents. The wall thicknesses and 
temperature drops were small enough so that the property variations 
due to the temperature gradients were negligible. Circumferential 
conduction was found to be insignificant because of the thin tube wall, 
low metal thermal conductivity, and high heat transfer coefficient. 
Details of the operating procedure and data reduction can be found 
in [12]. 

Identification of CHF Condition. In the present system the 
temperature profile was obtainable during the CHF tests. For the 
straight tube, as the test-section power was slowly raised, before the 
CHF condition occurred (with its rapidly increasing wall temperature 
at the exit wall thermocouple location), there was a change in the slope 
of the temperature profile, (T^, — Taat) versus L, near the outlet. This 
was a stable condition indicating a slight degradation in the heat 
transfer coefficient. It appeared as if intermittent vapor blanketing 
was occurring before the CHF condition was reached. With each in
crease in power, the slope increased slightly until a drastic reduction 
in the heat transfer coefficient occurred and the outlet wall temper
ature rose rapidly. Power was then reduced or shut off. 

Generally, when the final power level was reached, only the last two 
thermocouples indicated this drastic temperature rise, with the sec
ond-to-last thermocouple not showing as steep a temperature rise as 
the last thermocouple. At lower mass velocities and heat fluxes, the 
elevation in temperature extended 12 to 15 cm along the tube. Even 
if the power was not reduced immediately, the post-CHF (dryout) 
zone did not appear to propagate upstream past the last or sometimes 
the second-to-last thermocouple location. In those cases where there 
was an elevation in wall temperature at several thermocouples, the 
CHF condition (local heat flux and quality) was identified by noting 
the thermocouple location with a 17°C rise in wall temperature. The 
validity of this procedure was demonstrated in a study by Bennett, 
e tal . [18]. 

In the subcooled region for G < 1000 kg/m2s in the horizontal tube, 
some upstream CHF conditions occurred; but the wall was apparently 
rewetted downstream of the CHF location. The CHF condition was 
identified at the upstream location. Generally, upstream departures 
from nucleate boiling were relatively stable; and, although the tem
perature fluctuated at times as much as 5 to 10°C, the temperature 
level remained approximately constant. These dryout zones were 

- N o m e n c l a t u r e -

a = radial acceleration, m/s2 

Bo = boiling number (q"/HfgG) 
d = inside tube diameter, cm 
D = coil diameter, tube axis to tube axis, 

cm 
g = gravitational acceleration, m/s2 

G = mean mass velocity, kg/m2s 
Gr = Grashof number (gds (pe - pu) 

Pel A) 
Hfg = heat of vaporization, J/kg 

L = heated length, cm 
p = pressure, MPa 
<?" = heat flux, W/m2 

Re = Reynolds number (Gd/ti) 
T = temperature, °C 
V = mean axial velocity, m/s 
x = thermodynamic quality 
p - density, kg/m3 

p, = dynamic velocity, Ns/m2 

Subscripts 

c = coiled 
calc = calculated 
cr = critical 
exp = experimental 
in = inlet 
£ = liquid 
s, sat = saturated 
str = straight 
u = vapor 
w = wall 
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short in length and were followed by a normal nucleate boiling section. 
In several runs, this dryout and rewet occurred several times along 
the tube. This has been observed previously (e.g., [19]). 

The identification of the coiled tube CHF condition was basically 
the same as for the straight tube tests. No steady-state circumferential 
temperature profiles were obtained at the CHF condition. However, 
transient profiles obtained about 0.5 s into the event indicated that 
once the CHF condition was reached at one circumferential location, 
the dryout zone did not necessarily spread around the tube. Only the 
initial occurrence of the CHF condition was recorded in this study. 
Upstream CHF conditions occurred in the coils also, but the tem
perature profiles could not be ascertained. 

Data from 93 straight tube and 172 coiled tube test runs are re
ported. Uncertainties associated with the variables are suggested to 
be: q"', ± 2.5 percent; x, ± 6.6 percent; and G, ± 2.1 percent. Tabular 
data, including inlet subcooling and critical length, are available from 
the first author. 

BUU 

700 

600 

500 

400 

300 

ZOO 

100 

n 

G«53S9kg/m2s\ 

_ 3851. \ 

- 2 8 6 6 r t \ \ 

_ a \ \ 
2061 \ \ \ 

- \ \\\ 
1593 \ \ \ 

1 0 4 6 !S A A N O » 

- 544 

1 1 

O G = 2S66kg/m2s 
(2. 114«106 lbni / t i r f t?) 

A G« 1046kg/m2s 

(0 .771x l0 6 l bm/h r f t Z ) 

^ R A 

1 1 1 1 

-

-

250 

225 

200 

175 

150 

125 

100 

75 

50 

0 
-0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 

CHF in Straight, Horizontal Tubes 
General Characteristics. The CHF data obtained from the two 

straight horizontal test sections exhibit the same characteristics and 
trends as found in previous studies performed either with water or 
refrigerants, e.g., [19-21]. The data are plotted in Fig. 2, where 
"negative quality" is used as an indication of the liquid subcooling 
and is defined as (H-Hsat)/Hfg. The general trend is a monotonic 
decrease in CHF with increasing JCcrJ 

this latter dependent variable 
was changed by changing the inlet temperature. Slightly more scatter 
is evident at lower mass velocities. Since these data are typical (rela
tive to the scatter) of all the data taken, only faired-in curves will be 
shown on composite figures for the remainder of the data. Although 
not verified by altering both the heated length and subcooling, it is 
felt that the "local conditions hypothesis" is applicable. That is, the 
CHF depends only on local quality for a given pressure level, mass 
velocity, and tube diameter. (The applicability of this concept has 
been shown most recently by Katto [22].) In the subcooled and low 
quality regions, the CHF increases with increasing mass velocity and 
decreases with decreasing subcooling. At low quality an inversion 
occurs, and the CHF then decreases with increasing quality and mass 
velocity. Griffel and Bonilla [21] suggest that this reversal occurs 
because of different mechanisms for the CHF in bubbly and annular 
flow. 

Buoyancy can be used to explain the upstream CHF conditions and 
the erratic wall temperature profiles obtained at low mass velocities. 
Various studies, e.g., [19, 23-27] for water and refrigerants in vertical 
downflow and in horizontal flow, have shown that buoyancy reduces 
the CHF when compared to vertical upflow, with the main influence 
being in the subcooled and bubbly flow regimes. As the mass velocity 
increases, the differences between vertical upflow and horizontal flow 
diminish, and at high mass velocities the data are indistinguish
able. 

Correlation of CHF Data. Merilo [27] developed a correlation 
for the CHF condition in horizontal tubes using water and R-12 data. 
The bulk of that data was in the high quality region (0.2 < xct < 0.7). 
His correlation consistently underpredicted the present data by 15-55 
percent, with the average being about 35 percent low. The deviations 
tended to increase with increasing flow rate and subcooling. The low 
predictions may be because most of the present data are in the sub
cooled and low quality (<15 percent) regions. Therefore, a more ac
curate correlation against which the coiled tube data could be com
pared was developed. 

For horizontal flow, the influence of buoyancy on the CHF is de
termined by the relative magnitudes of the buoyancy and inertia 
forces. If the boiling number, Bo, is plotted as a function of the liquid 
Reynolds number, Res, with the critical quality as a parameter, there 
should be a change in the slope of the resulting curves due to CHF 
degradation caused by buoyancy. 

Data from six of the seven mass velocities were curve fit as linear 
functions of xCI. The lowest mass velocity data were not used because 
of excessive scatter caused by buoyancy, as mentioned previously. 

Fig. 2 Composite of straight, uniformly heated horizontal tube CHF data 

O - Present Data 

a-Coffield et.al.DB] 

^ _ L 
10 2 4 8 10° 2 4 

Re5 

Fig. 3 Variation in boiling number with Reynolds number and quality 

These equations were used to cross-plot the data as shown in Fig. 3. 
For the different qualities, straight lines can be drawn through the 
highest three mass velocities. It is quite evident that there is a definite 
change in slope of the lines around Res = 75,000, which corresponds 
to G a* 2050 kg/m2 s. Also shown are R-113 data from Coffield, et al. 
[20], obtained with a 1.02 cm dia vertical test section at the same 
pressure as the present study. As can be seen, no corresponding 
downturn in the curves is evident as the Reynolds number de
creases. 

The nondimensional correlation developed for the highest three 
mass velocities where buoyancy apparently had little effect is 

Bo = c r , 3 t r = Re s-°-6 [1.234 - 3.873 X 10"6 Re s 
MfeG 

+ (-1.367 - 3.150 X 10"6 R e s ^ ] (1) 

Equation (1) can be extended to include the effect of buoyancy on 
the present data by using the ratio of bubble buoyancy to inertia forces 
(Gr/Res

2). (The tube diameter is used for the bubble diameter, thus 
referring to the onset of plug flow.) Bertoni, et al. [26] used the inverse 
of this to correlate the effect of buoyancy in vertical downflow. The 
ratio (BoeXp/Bocaic) was plotted (see Fig. 4) as a function of Gr/Res

2. 
No trend could be discerned for the effect of quality. The correction 
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Fig. 4 Effect of buoyancy on the boiling number 
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Fig. 5 Local CHF data for coiled tubes, G ^ 5400 kg/m2 s 

factor by which equation (1) is multiplied to account for buoyancy-
induced degradation is 

for Gr /Re s
2 > 0.0127 

C = 0.4 (Gr/Res
2)-0-21 

for Gr/Re s
2 <0.0127 
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C is about 0.6 at G = 1000 kg/m2 s. It should be noted that the varia
tion in Gr/Re s

2 is caused mainly by the Reynolds number varia
tion. 

Taking into account the parameteric distortion (thus ensuring that 
the heat balance equation is not violated), the average absolute per
cent deviation (AAPD) of the predicted data from the experimental 
data is 3.9 percent, with the maximum deviation being 16.6 percent. 
The R-113 data from [20] were also compared using a pressure func
tion (e—0.783 p/pcr) developed in their study. With C.set equal to 
unity, the APPD was 10.5 percent with the maximum deviation being 
29.6 percent. 

C H F i n H e l i c a l Coi ls 
General Characteristics of the Data. Examples of the coiled 

tube CHF data are shown on Fig. 5. Composite figures of all the coiled 
tube curves are shown in Figs. 6-8. Again, the "local conditions hy
pothesis" seems to apply. Generally, the temperature rise associated 
with the CHP condition occurred first at the inside of the coil. How
ever, as the mass velocity decreased, the CHF location shifted from 
the inside of the coil to the top. In the high quality region, the long 
tubes were used to obtain the CHP data in all cases; in the subcooled, 
high mass velocity region, again the long tubes were used. In the 
subcooled, low mass velocity region, the short tubes were used to 
obtain the CHP data, while in the subcooled, intermediate mass ve
locity region both long and short tubes were used. 
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Fig. 6 Composite of local CHF data for 41 cm dia coil 
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Fig. 7 Composite of local CHF data for 21.6 cm dia coil 
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Fig. 8 Composite of local CHF data for 11.7 cm dia coil 

No subcooled CHF data were obtained at the lowest mass velocity 
for the 22 cm and 41 cm coils. Erratic wall temperature profiles 
(similar to those experienced with the straight tube) were observed 
which made identification of the CHF condition difficult, if not im
possible. The low mass velocity problem in the subcooled region (for 
coils and straight horizontal tubes) probably is due to a nearly hori
zontal CHF-x cr curve. The shallower the slope, the more chance that 
upstream dryouts and erratic temperature profiles will be encoun
tered. 
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As can be seen from the three composite figures, for each mass ve
locity there is a region in which no data could be obtained. Schemat
ically (Fig. 9) this "forbidden zone" can be explained as follows. As
sume the CHF-*cr curve for a coiled tube is line ABCD. The dashed 
lines are operating lines. The CHF condition will occur at several lo
cations in a tube if a horizontal line at the CHF intercepts the CHF-xcr 

curve at qualities higher than the inlet quality associated with a 
particular operating line. Only an exit CHF condition would occur 
a tx j n = 0 and ̂ in = x\. However, if the inlet quality is reduced to%2, 
an upstream CHF condition will occur since the CHF conditions are 
satisfied for both the exit and some point upstream. Additional up
stream CHF conditions will occur until XJV is reached, after which only 
exit CHF conditions would be experienced. Points on the curve from 
C to C would be unobtainable without length and/or inlet quality 
changes; the curve from B to C cannot be obtained without upstream 
CHF conditions. 

Waters, et al. [28] found similarly shaped CHF-xcr curves for tests 
with very high mass velocities (6700-9500 kg/m2 s). Aladyev, et al. [29] 
obtained similar curves with a compressible volume upstream of the 
test section. Bergles, et al. [30] generated a similar curve in horizontal 
low-pressure water flows. The controlling mechanism for this behavior 
in coiled-tube flow appears to be different from the mechanism sug
gested in [28-30]. This is discussed in the next section. 

The problem of upstream CHF conditions was most severe with 
the 22 cm coil. Few data points in the quality region at the lower mass 
velocities could be obtained. As the mass velocity increased to 1500 
kg/m2 s and greater, muuch more data were obtainable. By examining 
the parametric trends, an explanation for this phenomenon can be 
offered. The shape of the curve in Fig. 9 varies with mass velocity and 
d/D ratio. Refer to Figs. 6-8 to note that point B tends to be lower and 
farther to the left as the mass velocity and coil diameter decrease. The 
difference in heat flux between B and C decreases with increasing 
mass velocity and coil diameter. The same inlet conditions that cause 
an upstream CHF condition in the 22 cm coil might not cause a CHF 
condition in the 41 cm coil since point B for the 41 cm coil occurs at 
too high a heat flux. Similarly, for the 12 cm coil, point B occurs at a 
low enough quality and heat flux so that much of the curve from B to 
C is at a quality below the inlet quality that causes the upstream CHF 
conditions in the 22 cm coil. 

Discussion of CHF Results. Consider first the subcooled region. 
There are major differences between the straight horizontal tube and 
coiled tube subcooled CHF. The differences are consistent regardless 
of the value of d/D but are not consistent with varying mass velocity. 
In the subcooled region, the CHF-xc r curves decrease monotonically 
with decreasing subcooling. The coiled tube data are lower than those 
of the straight tube, with the curves converging as the subcooling 
decreases. With decreasing d/D (see Fig. 10) and mass velocity, the 
coiled tube data approach the straight tube data. Similar trends have 
been observed previously [3, 13]. However, a mechanism for the 
subcooled CHF in coiled tubes has not been suggested in the litera
ture. 

At lower mass velocities, buoyancy effects are evident. For G < 1000 
kg/m2 s, generally the CHF condition occurred at the top of the tube 
instead of at the inner wall. At 1000 kg/m2 s for the 12 cm coil, dryout 
occurred at the inner surface, while for the two larger coils it occurred 
at the top of the tube. The present low velocity results are confirmed 
by the observations of Unal [31]. Using high speed photography, he 
noted that at about 15.9 MPa, when the mass velocity of water in 
bubbly flow was reduced from 1500 to 760 kg/m2 s, bubbles climbed 
toward the top of the tube. Thus, a locally high void fraction could 
occur at the top of the tube and lead to a CHF condition. 

The differences between the subcooled CHF condition in coiled and 
straight horizontal tubes appear to be attributable to the existence 
of centrifugal forces in the coil flow which tend to preferentially collect 
the vapor at the inner surface, where the circumferential heat flux is 
the highest, thus causing a locally high void fraction and initiating 
the CHF condition at a lower heat flux than in a straight tube. At the 
lower mass velocities and larger coil diameters, the weaker centrifugal 
forces reduce the strength of the secondary flow. The vapor is not as 
greatly affected by the weaker forces; hence, less preferential clotting 
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Fig. 9 Schematic representation of "forbidden zone" 
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Fig. 10 Effect of curvature ratio {d/D) on CHF 

at the inner surface occurs. At some critical mass velocity/coil diam
eter combination, the buoyancy force overcomes the inertial and 
centrifugal forces resulting in vapor clotting at the top of the tube and 
little difference between the straight and coiled tube CHF. 

In the quality region, the CHF level is enhanced as a result of the 
radial acceleration. While the present straight tube reference data 
are limited to the low quality region, it is apparent that substantial 
gains in the CHF can be realized. The data show a consistent increase 
in CHF with an increasing d/D ratio. For a given quality, the CHF 
initially increases with increasing mass velocity, then decreases after 
reaching a maximum at about 1000 kg/m2 s. This mass velocity effect 
has also been noted in several studies [2,3,6] and has occurred in the 
range of 800 to 2000 kg/m2 s. No explanations have been offered 
previously as to why this happens. 

As in the subcooled region, buoyancy effects (with the CHF oc
curring at the top of the tube) were apparent between 840 and 1000 
kg/m2 s for the largest coil and between 540 and 800 kg/m2 s for the 
two smaller coils. Previous experiments, e.g., [2, 3], have indicated that 
the quality region dryout occurs first at the inside of the coil followed 
by the top and bottom. However, other studies, e.g., [4,32,33], indicate 
that the top and bottom of the tube tend to dryout first, followed by 
the inner wall. It should be pointed out that the range of the mass 
velocities in [2] (380-1900 kg/m2 s) and [3] (110-2670 kg/m2 s) overlap 
the range of this experiment (570-5470 kg/m2 s), while in [4] the range 
was 70-490 kg/m2 s, in [32] it was 30-310 kg/m2 s, and in [33] it was 
45-123 kg/m2 s. The mass velocity level has a strong effect on the lo
cation of the initiation of the CHF condition. The discrepancies 
among the different investigations might be caused by the different 
mass velocity levels. 

Using the experiment evidence, it is possible to speculate on the 
various controlling mechanisms involved in the different regions 
where the CHF behavior varies with mass velocity, d/D ratio, quality, 
etc. In the lower mass velocity range at a level above which buoyancy 
effects are negligible a possible explanation of the CHF condition is 
as follows: In straight tubes, increasing the flow rate causes increased 
turbulence in the vapor core. The liquid entrainment rate begins to 
exceed the redeposition rate with a resulting decrease in liquid film 
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thickness. The larger the mass flow rate, the faster the film becomes 
depleted and the lower the critical heat flux becomes [21].' In coils, the 
flow regime quickly becomes annular at low quality; centrifugal force 
causes a separation of the phases, with the liquid being concentrated 
at the wall. The secondary circulation spreads the liquid film over the 
perimeter ensuring a wetted wall. With increasing mass flow, cen
trifugal effects become stronger and any entrained liquid will.quickly 
be deposited on the tube wall and circulated along the perimeter [32]. 
Hence, the resulting higher liquid film flow rate causes the CHF in 
coils to be larger than that in straight tubes. At the lowest mass ve
locities, buoyancy effects cause the liquid film to grow thinner at the 
top of the tube. This liquid flows to the inside surface delaying dryout 
there, but contributing to an earlier dryout at the top of the tube. 

As the mass velocity and quality increase, perhaps the effect of the 
secondary circulation decreases. Hendricks and Simon [34] and 
Rippel, et al. [35] observed less secondary circulation when two phases 
are present in helical coil flow. Hopwood [36] calculated nonevapo-
rating droplet trajectories for a mass velocity of 1000 kg/m2 s for 
several pressures and droplet diameters. As the pressure increased 
and droplet diameter decreased, the angular trajectory, measured in 
degrees from where a drop left the inner wall to where it struck the 
outer wall, increased. From this analysis, several things can be in
ferred. As droplets decrease in size due to evaporation and turbulence 
associated with higher mass velocities, there will be less of a tendency 
for the drops to wet the walls since their trajectories will be longer. 
With fewer drops reaching the tube wall, the liquid film flow rate 
would decrease. At some critical combination of conditions, the con
tinuous beneficial effect of the increased centrifugal force, because 
of increased mass velocity, will be balanced and overcome by the 
fragmentation of the droplets because of this same increase in mass 
velocity. Hence, the CHF would initially increase with mass velocity, 
reach a maximum, and then decrease with further increases in mass 
velocity. 

The transition zone between the subcooled region with its CHF 
mechanism and the quality region with its much different mechanism 
appears to be determined approximately by the change from the 
bubbly flow regime, with a locally high wall void fraction, to the an
nular flow regime. In the straight tube, the transition from subcooled 
CHF to quality CHF is accomplished smoothly, as evidenced by the 
data (Fig. 2). For the coiled tubes, if the linear portions of the sub
cooled CHF curves were extended to low quality, the lines would 
converge at about the same location as for the straight tube. This 
suggests that the flow regime transition, if unaffected by the coil ef
fect, would proceed just as in the straight tube. However, the coiled 
tube curves start deviating from the linear generally around xa = —0.1 
to —0.2. At this point the void fraction becomes large enough to affect 
the flow regime and the beneficial characteristics of the quality coil 
flow begin to predominate over the detrimental subcooled CHF 
characteristics. A comparison of straight and coiled tube slug to an
nular flow transition was performed [12] for both the present R-113 
data and the water data from Miropol'sky [3]. This analysis tended 
to support the conclusion that the minimum in the CHF-:rcr curve is, 
indeed, fixed by the transition from slug flow to annular flow. 

Correlation of CHF Data. 
Subcooled CHF. The difference in the CHF condition between 

the straight and coiled tubes can be attributed to the presence of a 
centrifugal force in the coil. The centrifugal force is characterized by 
a nondimensionalized radial acceleration (a/g) = V2/gD) where V is 
based on the mass velocity and local liquid temperature. The range 
of radial acceleration in the present experiment was 0.097 to 14.5. Only 
those data below xcr = -0.10 were considered so that the flow regime 
transition effects discussed in the preceding section could be avoided. 
The resulting equation for the circumferentially local CHF, with qcri s t r 

from equation (1), is 

- 2 ^ - = K = 0.769(a/g)-°-26 for ^ - >10 
<?"cr,8tr (d/D) 

a n d K = l f o r 7 ^ - < 1 0 ' (3) 

Comparing the calculated with the experimental CHF, the AAPD = 
7.4 percent, with the maximum deviation being 45.3 percent. 

Quality CHF. Since few data points are available from this study 
for the quality region straight tube CHF, the quality coiled tube CHF 
data were not correlated as a ratio as were the subcooled CHF data. 
Dimensional analysis indicates that the dimensionless groups of im
portance are: Bo,x, d/D, and Re. (Many of the dimensionless groups 
suggested by Ahmad [37] were eliminated since, with only one pres
sure used, these groups were constants in this experiment.) Since there 
is a reversal in the behavior of the data because of the mass velocity 
effects, the data were separated into two groups, with the break point 
being 950 kg/m2 s. Not enough data were available to set the break 
more precisely. Also, only the data greater than xa = 0.1 were used 
to avoid transition effects. 

The equations obtained for the circumferentially local CHF are 

for G > 950 kg/m2 s 

Bo = 17126Re-i i4 3»-o«e (d/D)°-3i 

for G < 950 kg/m2 s 

Bo = 0.00000409 Reo-so*-o.460 (d/D) 0 1 7 (4) 

where the Reynolds number is based on the saturated vapor viscosity. 
The AAPD = 3.0 percent, with the maximum deviation being 14.1 
percent. 

C o n c l u s i o n s 
An experimental study has been conducted to determine the effects 

of mass velocity, exit subcooling/quality, and curvature ratio on the 
CHF in forced convection boiling in helically coiled tubes. The fol
lowing conclusions can be drawn from the investigation. 

1 CHF in straight, horizontal, uniformly heated tubes decreases 
monotonically with decreasing subcooling at a given mass velocity and 
increases with increasing mass velocity at a given subcooling. At low 
quality, a reversal occurs and CHF then increases with decreasing 
mass velocity. At low mass velocities, buoyancy causes a decrease in 
CHF relative to a straight vertical tube. 

2 The subcooled CHF in helically coiled tubes is lower than that 
in a straight, horizontal tube. The CHF, relative to a straight tube, 
decreases with increasing d/D and mass velocity. The centrifugal 
acceleration, which depends on the axial fluid velocity and coil di
ameter, is sufficient to correlate the differences between the straight 
and coiled tube CHF for the present data. 

3 The CHF in the quality region in coils is higher than that in a 
straight, horizontal tube. At a given mass velocity and quality, the 
CHF increases with increasing d/D. At a given quality and d/D, the 
CHF first increases with mass velocity, then, after reaching a maxi
mum, decreases with mass velocity. 

4 Undesirable upstream dryouts could occur if a helical coil is 
operated with low inlet qualities. This "forbidden zone" is the result 
of the minimum in the CHF-xcr curve. 

More data need to be obtained, particularly at other pressures, to 
extend the ranges of validity of the proposed correlations. Further 
work is required to define the "forbidden zone" and to develop cor
relations to describe the problem area. 
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A Nondimensional Analysis of 
Boiling Dry a Vertical Channel with 
a Uniform Heat Flux 
A thermal-hydraulic model has been developed for describing the phenomenon of hydro-
dynamically-controlled dryout, or the boil-off phenomenon, in a vertical channel with 
a spatially-averaged or uniform heat flux. The use of the drift flux correlation for the void 
fraction profile, along with mass and energy balances for the system, leads to a dimen-
sionless closed-form solution for the predictions of two-phase mixture levels and col
lapsed liquid levels. The physical significance of the governing dimehsionless parameters 
are discussed. Comparisons with data from single-tube experiments, a 3 X 3 rod bundle 
experiment, and the Three Mile Island nuclear power plant show good agreement. 

In troduc t ion 
Boiling water in a vertical channel at very low inlet flows causes the 

channel to empty of two-phase mixture. A discrete, although unsteady 
and uneven, two-phase level is formed as in a domestic kettle or 
saucepan. The emptying of the channel has been called "boil-off; and 
for nuclear reactor applications "core uncovery" if the fuel rods are 
progressively exposed [1, 2], 

The analysis of the level position proceeds by solving the one-
dimensional continuity and energy equations for imcompressible flow, 
together with a local void fraction relationship linking the vapor 
content with the vapor flux. 

The numerical solution of these simultaneous equations was carried 
out [1] and a simplified and approximate analytical solution was de
rived for the special case of uniform heat flux and zero inlet flow. This 
paper extends and generalizes the treatment by systematically 
identifying the appropriate dimensional quantities, and providing 
an exact analytical solution. 

P h y s i c a l Mode l 
The physical system under consideration is a vertical open channel 

of length L and cross-sectional flow area Ac, filled with liquid and 
vapor mixture at a height z%. The coexistence of the vapor and liquid 
in the channel is the result of power input to the channel Q which is 
uniformly distributed along the channel wall. At the bottom of the 
channel, liquid at temperature To is fed into the channel at a constant 
mass flow rate Mi. The problem of interest is to determine the tran
sient variation of the mixture level zi, subject to the given conditions 
of channel length and flow area (L, Ac), power (Q), the inlet subcooling 
(To), the inlet flow rate (Mi), and system pressure. A schematic il
lustration of the boiling flow is shown in Fig. 1. 

The present physical model is similar to that described in reference 
[1], but simplified for uniform heat flux and constant inlet flow. The 
simplification renders the problem to a closed-form and exact solution 
for the mixture level. 

Governing Equations. There are five key parameters in the 
boil-off process; the vapor and liquid flows as a result of vaporization, 
the void fraction for given flow conditions, the transient mass in
ventory, and the two-phase mixture level which is related to the mass 
inventory and the void fraction. As discussed in reference [1], the 
present analysis assumes that the system is at quasi-steady state, i.e., 
the void fraction does not change with time. The governing equations 
associated with these five parameters are as follows. 

The energy equation which calculates the vapor flow rates from the 
heat input and the inlet enthalpy, is expressed by the relation 

1 Present Address: Department of Nuclear Engineering, University of Cali
fornia, Berkeley, Calif. 94720. 
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March 20,1981. Paper No. 81-WA/HT-60. 

jg(z) = 
ACL pghfg 

MjCp(Ts - T0) 

A: Pghfg 
' ^sat (i) 

where z is the coordinate starting from the bottom of the channel, jg 

is the volumetric vapor flux, and pg, hfg> Ts, are the vapor density, the 
latent heat of vaporization, and the saturation temperature, respec
tively. 

The void fraction in the channel, a, as a function of the vapor flow 
rate along the vertical distance, can be calculated from the Drift Flux 
correlation [3] for the two-phase flow region, 

jg(z) 
a(z) •• 

Co[/g(«)+;,(*)]+ V a 

(2) 

where jf is the local volumetric liquid flux, Co is the distribution pa
rameter, and Vjg is the so-called drift velocity. It should be noted that 
the effect of different void fraction correlations, e.g. the Cunningham 
and Yeh correlation [4] and the Wilson correlation [5], was discussed 
in detail in reference [1], Only the Drift Flux correlation is used in the 
present analysis because it renders a closed-form solution of general 
interest. 

The mass inventory is the sum of the mass of liquid and vapor below 
the two-phase mixture level and can be characterized by the collapsed 
liquid level, zi , which is defined as follows; provided pg « f>f, 

z i = Zsat + (1 - a) dz (3) 

where zsa t is the elevation, at which the bulk liquid becomes saturated, 
calculated from the simple energy balance relation 

LMjCp(Ts-T0) 
Zaat = -T (4 ) 

y 
It should be noted that in equation (3) the small amount of vapor mass 
is neglected. The subcooled boiling region, which was discussed in 
detail in reference [1], was also neglected because its effect is very 
small at low inlet flow conditions. 

The collapsed liquid level zi is also related to Z2 through the mass 
conservation relation which is expressed as 

dzi _ Qz2 Mi 

dt AcLpfhfg Acpf 
1 + 

CP(TS - T0)' 

hfg 

(5) 

The physical meaning of equation (5) is that the depletion of the in
ventory is caused by heat input to the two-phase pool subtracting the 
energy required to heat the inlet subcooled water to the saturation 
temperature. 

We must still evaluate the volumetric liquid flux;'/(z) in equation 
(2). This can be considered by dividing the pool into two regions. For 
the region below the bulk boiling elevation zsflt, the gross vapor flow 
is zero, i.e. jg = 0 for 0 < z < zaat, and ;'/ can be simply obtained by the 
"cold-fill" relation 
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feftK&li&Jax 

pvpm 

OO 0 °OVc 

1° oO 

v*e 
Vgj 1 + Co-

Mi 
(10) 

AcpfVgji 

and it is assumed that pg « pf. 
Now, equations (1,3,5), and (9) are sufficient to solve for_/g, a, z1 

and 22. 
Solutions. Inserting equation (9) into equation (3), z\ is expressed 

as 

^ Two-phase mixture level (z2) 
\ (dryout limit) 

Zl = Z2" J2 Jg dz (11) 

Q\ 
-Collapsed liquid level (z,) 

• Bulk boiling (z5al) 

Zaal\Cojg + V*gjl 

Sincejg is a function of z only, as indicated in equation (1), equation 
(11) can be integrated directly to become 

2 l - . 2 - - ( Z 2 - z 8 a t ) + CQ2(. 

Xln 1 + -
-'O MjCp(Ts - TQ) , Qz2 

(12) 

• Inlet (z= 0) 

Inlet flow (M,) 
Inlet temperature (T0) 

V*gj \ Acpfhfg AcLpghfg). 

Since it is assumed that the inlet flow and subcooling are constant, 
dzsaJdt = 0. By taking the derivative of equation (12) and equating 
it with equation (5), the following relation is obtained. 

C P ( T S - T Q ) 1 Qz2 | Mj 

AcLpfhfg Acpf 
1+- h Is 

Fig. 1 A schematic illustration of the bolloff phenomenon in a flow 
channel 

• l d z 2 dz2 

Co dt 
Co 

i | Cp I MjCp{Ts - Tp) | Qz2 | 

V*gj\ Acpehfg AcLpghfg) 

Mi 
jf(z) = = constant, z < zsat 

Ac Pf 

dt 

(13) 

(6) Equation (13) is a first-order nonlinear ordinary differential equation 
„ , . . . . . . . , . . , . for z 2 as a function of t, and therefore, can be solved with a single 
For z > zsat, this constant liquid velocity, as calculated by equation - -. - , >.. • 
(6) is decreased as a result of vaporization. From mass balance con-

jfiz) • - for z > z s a t ( 7 ) . 

siderations, it can be obtained that 

Mi Pgjg(z) 

AcPf Pf 

The combination of equation (7) with equation (1) leads to the ex 
pression that, for z > zsat 

_Qz MjCp(Ts - Tp) 

22 = Z2o a t t = 0 (14) 

. . . Mi 
jf(z) = 

Ac Pi 

where z2o is the initial two-phase mixture level. 
To simplify the algebraic forms and to facilitate physical inter

pretations of the solutions, the following dimensionless parameters 
are introduced. They are the dimensionless time, 8, where 

(8) 
AcLpfhfg AcP/hfg 

Equations (1-3, 5) and (8) are the five equations to solve for jg,jf, a, 
zi, andz2. 

Inserting equation (7) into equation (2), the void fraction a, can be 
represented as a function of jg given by 

Js 

< cPf Pf 

jg 

(9) 

Cojg + V*g 

AcLpfhfg 

and the dimensionless two-phase mixture level, Z2, where 

Z 2 = 
Z2o 

For further simplification we let 

w $z 2 o = z2o Q/pgAchfg 

AcLpghfgV*gj L V*ej 

which is the ratio of the vapor to phase-separation velocities; 

Mi _ pf Mi/pfAc 1 
Nm 

where 
AcPgV*gj pg gj 

1 + Co 
'Mj/AcPf) 

(15) 

(16) 

(17) 

(18) 

-Nomenclature. 
Ac = cross-sectional area of flow in a 

channel 
Co = the distribution parameter in Zuber and 

Findlay's correlation 
Cp = thermal capacity 
hfg = latent heat of vaporization 
jf = volumetric flux of liquid 
j g = volumetric flux of vapor 
L = length of the flow channel 
Mi = mass flow rate of inlet feed at the bot

tom of channel 
Nm = a dimensionless number defined in 

equation (18) 

equation (17) 
Ns = the dimensionless subcooling parame 

ter, as defined in equation (19) 
Q = total heat input along the channel 
t = time 
To = inlet feed water temperature 
Tsat = saturation temperature 
yt 

dlay's correlation 

Z20 = the initial two-phase mixture level 
Zaat = elevation at which the bulk fluid 

reaches saturation temperature 
Z\ = the dimensionless collapsed liquid level,. 

Zl/Z20 
Z2 - the dimensionless two-phase mixture 

level, z2/z 20 
gJ - the drift velocity in Zuber and Fin- Zsat

 = the dimensionless elevation at which 
the bulk fluid reaches saturation, zsat/z20 

V*gj = a modified drift velocity, as defined in a = the void fraction 
equation (10) 

z = the vertical coordinate 
Zi = the collapsed liquid level 

Nq = a dimensionless number defined in z2 = the two-phase mixture level 

6 = the dimensionless time as defined in 
equation (15) 

Pf = the density of liquid 
Pg = the density of vapor 
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a measure of the liquid inlet to vapor phase-separation velocities; 
and 

Ns 

CP(TS 

hfg 
(19) 

the subcooling number. 
Now Equation (13) can be rewritten in a convenient dimensionless 

form, 

Nm(l+Ns) 
- z 2 + - Na 

C0-ldZ2 1 1 dZ2 
(20) 

Co dd Co 1 - CoNmNs + C0NqZ2 dd 

and the initial condition, Equation (14) written as 

Z2 = l a t 0 = O (21) 

Equations (20) and (21) can be solved in exact form to yield the 
following solution of Z2 as a function of 6 only: 

C Q - 1 

Co 
In 

Z 2 -
Nm(l + Ns) 

1 -
Nm(l + Ns) 

N„ 

1 

C0(l + CoiVm) 

1 

-In 

Z,-
Nm(l + Ns)i 

Nn 

1 -
Nm(l+Ns) 

N„ 

C0(l + C0Nm) 
-In 

1 - C0NmNs + C0NqZ2 

1 - C0NmNs + C0Nq 

(22) 

According to the same dimensionless analysis, equations (4) and (12) 
can be cast into the dimensionless form that 

?sat NmNs 

Na 

(23) 

and 

Zv 
Zj_. 

Z2 o 

:(z2 ' Z sat) "r Z s at 

1 

CoaN, 
ln[l + C0Nq(Z2-Zsat)] (24) 

It is evident from equations (22) and (24) that once Z2 is calculated 
as a function of 6 from equation (22), Z\ can be easily calculated from 
equation (24). 

Special Solutions for the Case of No Inlet Flow. For the special 
case of no inlet flow, the liquid state is saturated, and therefore, M; 
= 0, and To - T sa t . This leads to the relation that 

Nm = Ns = C 

and equations (22) and (24) can be simplified to the forms 

6 =-In 
1 + JVqCoZ^i/Co 

H 1 + NqC0 

(25) 

and 

Zi = - ~ Z2 + — i — In (1 + C0NqZ2) (26) 
Co Co Nq 

Further approximations for the cases of Nq » 1 and Z2 « 0(1) reduce 
equations (25) and (26) to the expressions 

Z2 = expj 
Co 

' Co - 1 
(27) 

and 

Z i 
C o - 1 

Z,+ 
In (CQJV,Z2) 

Co2iV„ 
(28) 

where equation (27) is identical to the approximate solution given in 
reference [1]. It is noted from this approximation that the parameter 
Co in the void fraction correlation is a sensitive parameter in the 
predictions, particularly at the low pressure conditions where Vgj and 
jf are generally small compared to j s , as seen from equation (2). 

R e s u l t s and D i s c u s s i o n 
General Solutions. The exact solutions obtained in equations 

(22) and (24) provide a functional relationship among the dimen
sionless two-phase mixture level, Z2, the dimensionless collapsed 
liquid level, Z\, and the dimensionless time, 8. There are three other 
dimensionless parameters Nq, Nm, Ns which characterize the heat 
flux, the inlet feed flow, and the inlet subcooling, respectively. 

For given system conditions, i.e., the channel geometry, the heat 
flux, the inlet flow and temperature, and the system pressure, the 
parameters Nq, Nm, and Ns are known and Z\ and Z2 can be calcu
lated. For practical interest, the range of Nq varies from 0 to 0(102), 
Nm from 0 to 0(10), and Ns from 0 to 0(10_1). Sample results of the 
general solutions are illustrated in Figs. 2 to 6. 

Figures 2 and 3 show the sensitivity of Nq for given Nm and Ns. A 
higher Nq represents a higher heat flux, and results in a faster boil-off 
rate. In Fig. 3, with an expanded time scale and smaller Nq values, it 

0.4 0.6 

Dimensionless Time {0) 

2 The variation of Z-, and Z 2 as a function of 8 with Nq as a varying Fig 
parameter 

2.0 3.0 
Dimensionless Time (d) 

Fig. 3 The variation of Z 2 and Z 2 as a function of 6 with Nq as a varying 
parameter 
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is shown that the boil-off reaches an asymtotic state when the evap
oration, as characterized by Nq, is balanced by the inlet flow em
bedded in the parameter Nm. 

Figures 4 and 5 depict the effect of Nm on the boil-off rate for given 
Nq and Ns. The sensitivity of Nm on Z\ and Z<i indicates the strong 
effect of inlet liquid flow of the boil-off transient. This is because a 
small amount of liquid inlet, due to the large difference of densities 
between the liquid and the vapor, can turn into a sizable steam flow 
at the two-phase interface. In fact, for a sufficiently large inlet flow, 
the channel wall will not be uncovered. The process is then referred 
to as reflooding [6]. For smaller Nm values, as shown in Fig. 5 on a 
expanded time scale, the boil-off process eventually reaches a steady 
state when the mass loss due to vaporization is balanced by the inlet 
flow. Figure 6 illustrates the influence of the subcooling parameter 
Ns on the boil-off process. As Ns increases, which means the inlet 
subcooling is higher, the vaporization rate decreases, causing a slower 
boil-off rate. Since Ns is a function of pressure only, it does not have 
the variability like Nq and Nm. In general, the value of Ns is not 
greater than 0.2. 

The special solutions for the case of no feed flow are given in 
equations (25) and (26), in which only the parameter Nq has an effect 
on the boil-off process. A sample calculation is shown in Fig. 7. The 

overall trend is similar to the cases presented in Figs. 2 and 3. 
Comparison with Data. The comparison of numerical models 

with experimental data from simulated reactor rod bundles with 
nonuniform power profiles was discussed in detail in reference [1], 
In the present paper, comparisons are limited to the special cases of 
uniform or averaged heat flux which is the basis for the present model. 
Specifically, recent data from Seban and Kharraazi [7] and Chon [8] 
are used for qualification of the model. Then, the analysis is extended 
to the boil-off condition occurred in the Three Mile Island accident 
[1,8]. 

The experimental investigation of Seban and Kharraazi [7] is the 
most comprehensive basic study of the boil-off phenomenon to date. 
From their single-tube test facility, seven tests with different powers 
were conducted to provide a wide range of boil-off rate, a factor of 10 
in the parameter Nq. Reflooding tests were first run and the boil-off 
transient was initiated by termination of inlet flow at prescribed 
conditions. Temperature readings at various elevations along the 12 
ft (3.66 m) long tube provided the time of tube dryout, an indication 
of the passage of the two-phase mixture level. A pressure reading for 
the mass in the tube provided the transient variation of the collapsed 
liquid level. Presented in Fig. 8 are the data of Seban and Kharraazi 
in the form of elevation with respect to the time of dryout at the 

1 0 ^ ^ ~ ^ = 2 0 Nq = 25,Ns = 0.1 

Eqs. (22 and 24) 

1.0 2.0 3.0 
Dimensionless Time (0) 

0.4 0.6 
Dimensionless Time (6) 

Fig. 4 The variation of Z 1 and Z 2 as a function of 6 with Nm as a varying Fig. 6 The variation of Zi and Z 2 as a function of 6 with Ns as a varying 
parameter parameter 

2.0 3.0 4.0 5.0 
Dimensionless Time {9) 

Fig. 5 The variation of Z, and Z 2 as a function of 8 with Nm as a varying 
parameter 

0.4 0.6 
Dimensionless Time (0) 

Fig. 7 The variation of Z^ and Z 2 as a function of 8 with Nq as a varying 
parameter for the case of no feed flow (Nm = Ns = 0) 
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specific elevations. It is clear from the figure that the higher the power, 
the less time it takes to boil-off the liquid in the tube. 

The data of Chon [8] were obtained from a 3 X 3 rod bundle test 
section. Similar to the data in reference [7], there were two tests with 
different powers, which provided transient variation of the two-phase 
mixture levels and the collapsed liquid levels. Both sets of data [7,8] 
were obtained at atmospheric pressures with no inlet feed flow. 

To compare the present analysis with data, the parameter Nq has 
to be evaluated first. Aside from the geometric factors and fluid 
properties, there are two ingredients which are inherent from the drift 
flux correlation for the void fraction [3]; the distribution parameter 
Co and the drift velocity Vgj. Since the sensitivity of Co on boil-off was 
evaluated in detail in reference [1], we shall adapt Co = 1.25 as rec
ommended in reference [1]. For the drift velocity, we take the Zuber 
and Findlay expression for the churn-turbulent flow, 

o~g (Pf ~ Pg) 

Pf' 

1/4 
(29) 
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Fig. 8 The dryout times at various elevations from the single-tube boiloff tests 
of Seban and Kharraazi [7] 

which is a function of pressure only for a given fluid. For the case of 
water, Vgj varies from 0.72 ft/s (0.22 m.s.) at atmospheric pressure to 
0.56 ft/s (0.17 m/s) at 1000 psia (68 bars). 

Once Co and Vgj are known, the parameter Nq can be evaluated for 
each test condition. The initial conditions, i.e., the initial elevations 
of the two-phase mixtures, for the single tube case are the locations 
where the temperature readings register the dryout first. For the 3 
X 3 bundle case, the top of the bundle is chosen as the initial two-
phase mixture level due to the lack of sufficient temperature read
ings. 

Figure 9 illustrates the comparison of Equation (25) with the data 
of [7] and [8] in dimensionless form. In the dimensionless elevations, 
the initial two-phase mixture level for each run corresponds to the 
highest dryout location as shown in Fig. 8. It is shown that data from 
wide range of power levels and different channel geometries can be 
correlated very well by the present analysis. 

To compare the measured collapsed liquid level with theory, we use 
equation (26) which provides a relationship between Z\ and Zi and 
is theoretically invariant with time. The measured collapsed liquid 
levels are usually continuous readings from the pressure transducers, 
while the two-phase mixture levels are discrete dryout locations. 
Therefore, for each two-phase level, the collapsed liquid level mea
sured as the same time can be used for comparison with the result 
from equation (26). Figure 10 shows the comparison of equation (26) 
with the data [7, 8] which agree well with theory at later times, i.e., 
lower elevations, but deviate from the theory at early times, i.e., higher 
elevations. With the two-phase levels calculated from equation (25), 
first, the collapsed liquid levels calculated from equation (26) un-
derpredict the 3X3 bundle data [7] and overpredict the single-tube 
data [6]. This discrepancy cannot be adjusted by changing the Co 
values common to both cases. The cause of this is probably associated 
with the functional and stylized relationship of the Drift Flux corre
lation. The comparatively high liquid inventory in the 3 X 3 rod 
bundle suggests that the spacer grid and the bundle tie-plate probably 
act as flow blockage. This may cause liquid fall back from the upper 
plenum in the bundle [8], which would lead to a higher measured mass 
inventory, i.e. Z\. 

The nuclear core in the Three Mile Island Unit 2 (TMI-2) plant was 
partially uncovered during the March 1979 accident due to insuffi
cient coolant flow and subsequent boiling dry [1, 2]. The accident 
scenario has been discussed in detail [2] and the analyses made by 
various models were presented in reference [1]. In this paper, the 
TMI-2 core uncovery transient is analyzed with an average heat flux 
approximation. This approximation is reasonable since the TMI-2 
core power was nearly uniform along its length except for the short 
regions of about 1.8 ft (0.55 m) near the two ends. With the system 

0.4 0.6 0.8 
Dimensionless Time (8) 

Symbol Nq Values 

0.2 0.4 0.6 0.8 
Dimensionless Two-Phase Level (Z2) 

Fig. 9 The comparison of the calculated two-phase levels with data from 
single-tube tests [7] and 3 X 3 bundle tests [8] 

Fig. 10 The comparison of calculated relationship between Z^ and Z2 with 
data from single-tube tests [7] and 3 X 3 bundle test [8] 
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Fig. 11 The comparison of present analysis of TMI-2 core uncovery transient 
with the estimated plant transient of NSAC [2] 

pressure of approximately 750 psia (51 bars) and the estimate of core 
power at 9.5 X 107 Btu/hr (27.8 MW), the inlet feed flow at 5.8 X 104 

lb/hr (7.3 Kg/s), and an average subcooling of 60°F (33°C), the gov
erning dimensionless parameters are Nq =0.613, Nm = 0.334, and Ns 

= 0.1. Figure 11 shows the comparison of present calculation of the 
two-phase mixture level during the TMI-2 accident with the estimated 
plant transient response [2] for the first 30 min. of the core uncovery 
transient. The agreement of the present model with data shown in 
Figs. 9,10, and 11, except for the 3 X 3 bundle whose data are some
what doubtful, has demonstrated the applicability of the present 
model not only to the conditions of the simple geometries at lower 
pressures, but also to the conditions of full-scale nuclear plants. 

Conclusions 
With the assumptions of a uniform heat flux and a constant inlet 

flow rate, a closed-form dimensionless solution calculates the two-

phase mixture level and the collapsed liquid level during boiling dry 
a vertical channel. 

From the solutions, three governing dimensionless parameters are 
identified for the boiling dry phenomenon. They are Nq,Nm, and N 
to characterize the heat flux, the inlet feed flow, and the inlet sub-
cooling, respectively. 

For a given channel geometry and a system pressure, the parameter 
Nm exerts the most pronounced effect among the three parameters 
indicating that the inlet flow rate is the most sensitive parameter in 
the boil-off transient. 

The theory is in reasonably good agreement with available single 
tube, rod bundle and the estimated large plant transient response. 
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An Analytical and Experimental 
Inwestigation of Bubble Waiting Time 
in Nucleate Boiling 
In as much as bubble nucleation theory formulated on the basis of transient conduction 
to the liquid in the vicinity of the heat transfer surface predicted results for bubble wait
ing time that were inconsistent with experimental data, a bubble nucleation theory incor
porating both conductive and convective heat transfer to the liquid in the wake of a rising 
bubble was developed. The bubble waiting time results predicted by this theory agreed 
very well with experimental observations and therefore the evidence suggests that the 
convective heat transfer contribution is a significant feature of bubble nucleation particu
larly for subcooled boiling conditions. 

Conduction Controlled Nucleation 
A unique characteristic of nucleate boiling is the presence of active 

sites on the heat transfer surface which have the ability to nucleate 
and support the growth of vapour bubbles. Nucleation sites have been 
demonstrated conclusively to be tiny cavities, scratches and other 
imperfections in the heat transfer surface [1-4], The rate of heat 
transfer in nucleate boiling depends upon the number of active sites 
per unit area; as the temperature of the heat transfer surface is raised 
above the liquid saturation temperature the number of active sites 
increases with accompanying increases in the rate of heat transfer. 

The time elapsed between two consecutive bubble departures at 
a given site is the bubble period which in turn is comprised of two 
parts: the waiting period tw, which is the time from the last bubble 
departure to the beginning of the next bubble formation and the 
growing period tg, which is the time from the beginning of the bubble 
formation to its departure or collapse. Bubble emission frequency /, 
which is the inverse of bubble period, assumes importance in boiling 
heat transfer correlations, such as that proposed by Rohsenow [5], in 
which the rate of heat transfer is related to the amount of energy 
transported per bubble emitted. 

In 1961, Han and Griffith [6] investigated the behaviour of the 
thermal boundary layer adjacent to the heat transfer surface with 
respect to bubble emission in nucleate boiling and concluded that a 
bubble emission cycle consisted of the following stages. 

• growth of the thermal boundary layer 
• bubble nucleation and growth 
• detachment of the bubble from the heating surface 
Bubble detachment at the end of the growth period is invariably 

followed by the destruction of the thermal layer as relatively cold 
liquid from the bulk rushes in to fill the void left behind by the de
parting bubble. A new cycle begins as the thermal layer starts to re
cover. 

Hsu [7] proposed a model for bubble nucleation which assumed that 
a nucleus sits at the mouth of a cavity of favourable geometry as dis
cussed by Bankoff [8] at the beginning of an emission cycle. The nu
cleus is assumed to be the residual vapour left behind by the preceding 
bubble and is surrounded by relatively cold bulk liquid at temperature 
T„. As time passes, the cold liquid is heated by transient conduction 
and the local thermal boundary layer thickness increases; when it 
grows to the extent that the liquid surrounding the nucleus becomes 
warmer than the vapour in the nucleus, the bubble waiting time ends 
and the bubble begins to grow. Figure 1 shows that bubble growth 
commences when 

T(b, t)-T„ = 0(6, t) = d0 = T0- T„ (1) 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
September 22,1980. 

After achieving sufficient size, the bubble detaches from the heat 
transfer surface and leaves a residue of vapour behind that will serve 
as the nucleus for the formation of the next bubble. As the bubble 
leaves the heating surface, bulk liquid at temperature T«, rushes in 
and fills the void left behind thus destroying the local thermal 
boundary layer. The nucleus is once again surrounded by relatively 
cold bulk liquid and another bubble cycle begins. 

If Hsu's bubble nucleation model is correct and transient conduc
tion to the thermal boundary layer is the sole means of heat transfer, 
then it can be shown that the temperature distribution in the thermal 
boundary layer can be approximated by 

T(y, t) - T„ 0(y, t) 
= erfc y 

(2) 

when surface temperature is assumed constant. Figure 2 taken from 
reference [9] presents an analysis of the thermal boundary layer 
thickness measurements of Best, et al. [10] which demonstrates that 
equation (2) seriously underestimates the growth of the thermal 
boundary layer. 
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Fig. 1 History of bubbling waiting time 
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Fig. 3 Plot of bubble waiting time as a function of heat flux according to 
conduction controlled bubble nucleation 

For the case of constant heat flux in which conduction is assumed 
to be the only mode of heat transfer, it can be shown that 

T(y, t) - T„ 8(y, t) 
• = 2 ierfc y (3) 

(Q/A)^Iet/ke 6w(t) \2y/K£t, 

When equation (1) the criterion equation for bubble growth is satis
fied, the waiting time comes to an end. Substitution of equation (3) 
into equation (1) after having set y = b and 8U = #sat + A/r„ yields 

6 
(4) 

A „ (Q/A)^. I 
_l _ 2 lerfc -

rn ke \2y/K£tl 
When it is assumed that b =a 2rn because of the small contact angles 
associated with organic liquids, the solution of equation (4) for t = 
tw yields a family of curves such as that shown in Fig. 3. According to 
this model, 

• Bubble waiting time decreases with increasing heat flux. 
• Bubble waiting time increases with increasing subcooling. 
While the first result is consistent with the experimental results 

presented in the next section, the second result contradicts the data. 
Further evidence is therefore provided to suggest that conduction 
alone is not capable of accounting for the transfer of heat between the 
heating surface and the bulk liquid in bubble nucleation. 

E x p e r i m e n t a l Inves t iga t ion 
At the commencement of the research, experimental apparatus 

constructed by Voutsinos [11] to investigate microlayer evaporation 
at various levels of heat flux and subcooling already existed, which 
was quite adequate in meeting the requirements of the present in
vestigation. A sectional view is shown in Fig. 4. In the present inves
tigation, dichloromethane was boiled at atmospheric pressure on a 
borosilicate glass heating surface at six levels of heat flux ranging from 
25 kW/m2 to 63 kW/m2 and three levels of subcooling 0.9, 8.2 and 
16.7°C, respectively. The heat transferred was generated by passing 
a direct current through a thin layer of stannic oxide deposited on the 
surface of the borosilicate glass in contact with the liquid, thereby 
establishing a constant heat flux boundary condition. Throughout 
the course of the experiment, the surface superheat varied little with 
changes in the level of heat flux or subcooling investigated as cus
tomarily happens with this type of boiling phenomenon. A detailed 
description of the experimental apparatus, test conditions, test pro
cedure and the full range of thermometric and waiting time data is 
presented in reference [9[. 

High speed motion pictures were taken from beneath the boiling 
vessel at a framing rate of approximately 1000 frames/s and the film 
strips obtained were analyzed for bubble waiting time. Figures 5 and 
6 show plots of bubble waiting time tw versus the impressed heat flux 
Q/A with liquid subcooling (Taat — T„) as a parameter for two of the 
12 sites investigated. 

C o n d u c t i o n / C o n v e c t i o n Contro l l ed N u c l e a t i o n 
Best et al. [10] suggested that hydrodynamic effects are involved 

in the transient bulk heating process. Accordingly, it is proposed to 
reformulate the bubble nucleation problem to incorporate the effect 
of convection in the wake of the rising bubbles and to examine the 
predictions of this model in light of the experimental observations. 
Our intention is not to promote a new bubble nucleation theory but 
rather to introduce a plausible procedure for adapting conventional 
nucleation theory to account for the deficiencies associated with the 
prediction of bubble waiting time under subcooled boiling condi
tions. 

The flow which is established in the wake of a rising bubble is very 
complicated and only recently has it become possible to predict the 
unsteady velocity components adjacent to the surface from which a 
bubble is rising with any confidence [10]. However, in this study an 
approximate analysis will be used since there is as yet no analytical 
solution for the transient temperature distribution. The derivation 
which follows predicts the development of the unsteady velocity and 

•Nomenclature-
A = physical property parameter A = 

2oTsat/puhfg 

b = height of bubble nucleus above point of 
contact of liquid vapour interface with heat 
transfer surface 

C = specific heat 
/ = bubble emission frequency 
hfg = latent heat of vaporization 
k .= thermal conductivity 
Q/A = heat flux 
r = radial coordinate 
rn = bubble nucleus radius 
T = temperature 
t = time 
tc = time constant 

** = 

U = 

U = 
v» = 
y --

P-
8 = 

A : 

V = 

bubble growing time 
= bubble waiting time 
horizontal component of velocity 

: velocity of flow at the bubble base 
= bubble rise velocity 
axial coordinate 
contact angle 
wake thickness 
penetration distance 
dimensionless distance r/ = y/A(t) 
temperature difference 8 = T — T„ 
= liquid subcooling 0sat = T s a t — T„ 
thermal diffusivity 
dimensionless distance £ = y/8(t) 
dimensionless penetration distance <j> : 

p = density 
<r = surface tension 
r = dimensionless time r = t/tc 

X - dimensionless wake thickness 
X = S(t)/y/K£tc 

Subscript 

£ = liquid 
n = nucleus 
sat = saturated 
v = vapor 
w = wall 
°o = bulk 
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Fig. 5 Bubble waiting time results for site A 

temperature fields in the wake of a bubble moving away from a hori
zontal heating surface. 

Consider a bubble of hemispherical shape rising in an incom
pressible liquid of constant properties at temperature T«, moving 
away from a heat transfer surface that is subjected to a net heat flux 
Q/A. An idealized hemispherical shape is assumed for simplicity in 
the analysis, although bubbles of this shape have actually been ob
served experimentally [12]. As the bubble rises, liquid moves in with 
a horizontal velocity component u(r, y, t) to fill the void that is left 
behind and an unsteady flow field is therefore set up in the vicinity 
of the surface. One of the features of this flow field is the formation 
and growth of a wake region whose thickness is shown as b(t) in Fig. 
7. As a result of conduction to the liquid from the heat transfer surface 
and convective energy transport induced by the flow behind the 
bubble, a thermal boundary layer whose thickness is shown as A(t) 
in Fig. 7 develops in the wake region. The hydrodynamic boundary 
conditions are 

u(r,0,t) = 0 

u(r,8,t) = U(r,t) 

the thermal boundary conditions are 

T(0, t) = Tw(t) 

T(A,t) = T„ 

(5a) 

(56) 

(6a) 

(66) 

and the initial conditions associated with the problem are 

6(0) = 0 (7a) 
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Fig. 6 Bubble waiting time results for site B 

A(0) = 0 (76) 

The analysis begins by developing the mass conservation equation 
appropriate to the present flow system. With reference to the cylin
drical shell of liquid shown in Fig. 7, with inner radius r, outer radius 
r + dr, and height 8(t) under the bubble base, the mass flowrate into 
the shell may be written 

m in = 2irp£ r J u(r,y,t)dy 

and the mass flowrate out of the shell may be written 

»s(0 d F /»«(') 

(8) 

m o u t = 2irpl u(r,y,t)dy + — \r I 
o dr I Jo 

u(r,y,t) dr 

(9) 

The rate of growth of the shell as a result of bubble departure from 
the surface is 

m(t) • 
d8(t) , 

2wp(i dr 
dt 

In accordance with the conservation of mass principle 

1 d 

r 

d [ /*«(0 
— \r I u(r,y,t)dy 
dr [ Ja 

d8(t) 

dt 

(10) 

(11) 

To solve equation (11) it is first necessary to be able to specify the 
velocity distribution u(r, y, t) and the thickness S(t). A suitable ex
pression for the velocity distribution which satisfies the hydrodynamic 
boundary conditions is 

u(r,y,t)/U(r,t) = (2£ - 2? + I?) (12) 

where £ = y/8(t). Substitution of equation (12) into the integral which 
appears on the left-hand side of equation (11) yields 

J»«(0 
u(r,y,t)dy = foU(r,t)8(t) (13) 

From a simple force balance on a bubble rising in a semi-infinite liq
uid, Best et al. [10] determined that an expression of the form 

V(t) = V«,( l -e- { / f<0 (14) 

would represent the velocity at which a bubble moves away from the 
surface on which it formed, where V„ and tc are unspecified constants 
which have to be determined empirically. Consequently, in the wake 
region, it was assumed that 

8(t) = Constant [T - (1 • T)] (15) 

where equation (15) was obtained by integrating equation (14) after 
defining V(t) as d8(t)/dt and setting 5(0) = 0. The ratio t/tc has been 
replaced by T. The constant is simply a scale factor which has no 
particular significance. Substitution of equations (13) and (15) into 
equation (11) leads to 

1 d r „ 10 1 d8(t) 
[rU(r,t)] = — 

rdr 7 8{t) dt 

10 1 (1 - e"T) 

7 tc [T - (1 - e"*) ] 

(16) 
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The energy conservation equation can be developed similarly. With 
reference to the cylindrical shell of liquid depicted in Fig. 7, the energy 
equation can be shown to be 

PeCe 
\dt J

' A ( 0 

0 ' 
6{y, t)dy + --\ f 

r dr[ Jo 

AM 
u(r, y, t)8(y, t,)dy]j = | 

.(17) 

The solution of equation (17) requires a knowledge of the temperature 
distribution 6(y,t) which was assumed to be independent of the radial 
coordinate because the heat flux is uniform over the heating surface. 
This assumption would be valid if the analysis were applied to a 
semi-infinite domain, but in as much as the present analysis is con
fined to the finite domain in the wake of a rising bubble, the as
sumption is not strictly correct. However, the region of particular 
interest so far as the nucleation phenomenon is concerned, lies on the 
axis where radial variation ought to be least significant, and as a 
consequence, an expression of the form 

T(y, t) - 7/„ 0(y, t) 
(1 - 3ij + 3i? - r/3) (18) 

Tw(t) - T„ 6w(t) 

where i\ = y/A(t) was used to represent the temperature distribution 
for the sake of convenience. Substitution of equation (18) into the 
integrals which appear on the left-hand side of equation (17) yields 

dt Jo 

Mt) 1 d 
6(y,t)dy=---lOw(t)Mt)} 

Adt 
(19) 

and 

J'A(t) 

0 ' 
u(y, t)6(y, t)dy = U(r, t)dw(t)A(t) 

.10 Is) 70 Ul 280 \S, 
and furthermore 

•=-ki 
my, t) 

i>y 
+ 3k. 

ew(t) 
Constant 

(20) 

(21) 
Jy=o A(t) 

because of the assumption that a constant heat flux is impressed at 
the boiling heat transfer surface. As a consequence of this relation
ship 

,,, l Q A ( t ) 

3 A ke 

(22) 

Substitution of equations (19) and (20) into equation (17) and rear
rangement of the resulting expression gives 

fl d 
PeCt 

Adt 
»(t)A(t) 

Fig. 7 Representation of the region in the wake of a rising bubble 

+ ew(t)A(t) 
10 U/ 70 Ul 280 U 

.-1 d 

* 
r Z>r 

rU(r, t) (23) 

The use of equation (16) to eliminate 

1 d 

r dr 
[rU(r,t)], 

and equation (22) to eliminate 8w(t) leads to 

1 - e -

ir [T - (1 - e~T)] .7 \XI 49 \xl 49 U J 
12 (24) 

where 

and 

4 = A ( 0 / V K ^ 

X = S(t)/-^Ketc = Constant[r — (1 — e 

Solution of equation (24) subject to the initial condition A(0) = 0 
yields the dimensionless time T at which a dimensionless thermal layer 
of thickness <j> is attained as the result of conduction and convection 
in the liquid adjacent to the boiling heat transfer surface. If the flow 
induced contribution were to become insignificant, as occurs when 
the ratio <j>/x approaches zero implying that the bubble is so far re
moved from the heating surface that the influence of its wake upon 
transient heating process is negligible, then equation (24) would be-

d4>2 

12 

which can be solved by direct integration to give 

A{t) = 12y/^i 

(25) 

(26) 

Substitution of equation (26) into equation (22) and subsequent 
combination with equation (18) yields 

T(y,t) - Ta V l 2 

(Q/A) shtflh 

+ 3 y .UL (27) 
\y/V2.net] WXiKet]' 

which closely approximates equation (3), as demonstrated by Fig. 8, 
thereby substantiating the validity of the approximate solution 
technique. 

Nucleation occurs and the bubble waiting time comes to an end 
when equation (1), the criterion equation for bubble growth is satis
fied. Substitution of equation (18) into equation (1) after having 
set 

I Q/A 
y = b, 6w(t) •• 

3 ke 

-A(t) and #sat + A/rn yields 

O 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 18 2 0 

DIMENSIONLESS OISTAI NCE(y /2 |R^T j 

Fig. 8 Plot of dimensionless temperature versus dimensionless distance for 
a liquid receiving heat by conduction 
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A 
Smt "I ; 

I Q/A 

3 he 

A(t) 
lA(t)j \A(t)j \A(t)l j 

(28) 

where A(t) is obtained from the solution of equation (24). Computer 
solution of equation (28) for t = tw yields a family of curves such as 
that shown in Fig. 9. According to this model, it is possible for the 
bubble waiting time to decrease with increasing subcooling in accor
dance with the experimental results depending upon the choice of the 
time constant. 

Correlation of Experimental Results 
Given that b c^ 2rn, equations (24) and (28) which must be solved 

simultaneously to obtain the predictions for the conduction/con
vection controlled nucleation model involving five variables: nucleus 
radius rn, time constant tc, liquid subcooling 0sat, heat flux Q/A and 
bubble waiting time tw. Out of these five variables, only the latter 
three could be measured in the experimental part of the investigation. 
Since both nucleus radiation rn and time constant tc were unknowns, 
testing of the model predictions required an indirect approach. 

The situation is such that for a single set of experimental data 
comprised of measurements of bubble waiting time versus heat flux 
at a single level of subcooling, there is only one equation to solve for 
the two unknowns time constant and nucleus radius. The problem 
would be insoluable except for the additional information obtained 
by reasoning that although nucleus radius might vary from site to site 
depending on the size and geometry of the cavities, the nucleus radius 
at a particular site would not change as subcooling changed. Ac
cordingly, the procedure employed involved assuming different values 
of time constant and fitting the three sets of bubble waiting time/heat 
flux results corresponding to the three levels of subcooling investi
gated for a particular site until a single value of nucleus radius was 
obtained. The procedure was repeated for all 12 nucleation sites visible 
within the field of view of the high speed camera which were active 
at more than one level of subcooling. 

In the course of applying this technique to the various data sets 
pertaining to the different nucleation sites, it was observed that the 
time constant was dependent on only the level of subcooling and in
dependent of the site characteristics, viz: tc =0 .1 ms at 0sat = 0.9°C, 
tc = 1.50 ms at 8mt = 8.2°C and tc = 20.0 ms at 08at = 16.7°C. The 
value associated with the approximately saturated boiling condition 
is very small and the convection term in equation (24) is not signifi
cant, which implies that the experimental results are essentially 
conduction controlled. However, as subcooling increases, the con
vection term assumes increasingly greater importance in order to 
develop the enhanced heat transfer rates which the experimental 
results seem to require. The observed variation of time constant with 
subcooling is reasonable, since bubbles accelerate more slowly as the 
degree of subcooling increases; bubbles detaching from the surface 
begin to condense as soon as they move into the subcooled liquid and 
the buoyancy force tending to accelerate them away from the surface 
decreases as subcooling increases. If the subcooling were great enough, 

the bubbles would not move away from the surface at all, which would 
imply that the time constant were infinite. The fact that the values 
of time constant obtained by fitting the theory to the data are not 
completely arbitrary but tend to assume unique values at each level 
of subcooling for all 12 nucleation sites investigated denotes significant 
agreement between theory and experiment in a global context. 

The extent of the agreement between the predictions of the model 
and the experimental results is demonstrated in Figs. 9 and 10. Similar 
agreement was observed for the other sites which were visible within 
the field of view of the high speed camera. Furthermore, it can be seen 
that the theoretically determined values of waiting time become very 
large at a heat flux of the order of 20 kW/m2. The implication of this 
observation is that boiling should cease around this level of heat flux 
and although precise experimental data is lacking, this is essentially 
what was observed to happen. 

Concluding Remarks 
On the basis of the experimental measurements obtained, it would 

seem that conduction controlled nucleation theory is not capable of 
predicting bubble waiting time in subcooled nucleate boiling. The 
growth of the thermal boundary layer and subsequent bubble nu-

20 40 60 
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Fig. 10 Agreement between theory and experiment for site A 
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Fig. 9 Plot of bubble waiting time as a function of heat flux according to 
conduction/convection controlled bubble nucleation 
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Fig. 11 Agreement between theory and experiment for site B 
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cleation appears to be governed by some other mechanism and it is 

thought that the combined effect of conduction and convection is 

responsible. While it is undeniable that the model developed is a 

simple representation of the actual physical phenomenon, the success 

of the conduction/convection controlled nucleation theory in corre

lating the experimental results is sufficient to encourage further re

search. 
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Convectiwe Heat Transfer to 
Turbulent Dropiet Flow in Circular 
Tubes 
Turbulent droplet flow heat transfer is analyzed for the thermal entrance region of a cir
cular tube. Calculations are performed considering droplet size variation, vapor accelera
tion and dilution of droplet number density until the single-phase fully developed condi
tions is reached. Effect of the relevant dimensionless groups on the heat transfer results 
is studied. The analytical results are compared with the available experimental data. 
These comparisons show good agreement between the experimental data and the predic
tions. 

Introduction 
There has been substantial development in the analytical ability 

to handle single pass flow heat transfer problems. However, the cur
rent understanding of the two-phase flow heat transfer is not mature 
enough to perform analysis with similar accuracy. Therefore, exper
imental techniques are still predominantly used to understand the 
two-phase flow heat transfer phenomena. Along with the experimental 
studies, there have been many attempts made to formulate the two-
phase flow heat transfer in a complete and general form. These at
tempts usually result in large numbers of complicated equations due 
to interfacial phenomena between the phases. 

One component two-phase flow and single phase flow heat transfer 
problems are generally similar in nature. When heat is transfered to 
these flows, both approach the same fully developed single-phase 
condition. Due to this similarity, analysis of two-phase flow heat 
transfer attracts many researchers. Koizumi, et al. [1] have analyzed 
turbulent droplet flow heat transfer by assuming that the flow field 
is one dimensional, and that the heat transfer occurs from wall to 
vapor, vapor to droplets and from wall to droplets. They used wall to 
vapor heat transfer coefficients given by the Dittus-Boelter correlation 
for the single phase flow. Although their analysis matches the ex
perimental data with reasonable accuracy, this type of approach 
overlooks the coupling between the wall to vapor heat transfer, and 
the vapor to droplet heat transfer. The coupling between these 
mechanisms influences the thermal boundary layer, which is two-
dimensional in nature. 

In view of a more reasonable approach, authors have adopted a 
model which considers the evaporating droplets as distributed heat 
sinks in the flow field. Following this approach, the laminar flow heat 
transfer in the thermal entrance region of circular tubes has been 
studied by Yao [2] considering constant droplet size and constant 
droplet number density. This analysis has been extended by Rane and 
Yao [3] for constant droplet size, but decreasing droplet number 
density along the stream due to the evaporation of droplets in low 
pressure systems. A more complete investigation of the evaporating 
laminar droplet flow by Yao and Rane [4] explores the heat transfer 
behavior of such flows till all the droplets are evaporated and single 
phase flow conditions are reached. 

In the present study, turbulent droplet flow heat transfer analysis 
is performed. When the thermal eddy diffusivity expression for the 
turbulent flow is changed to molecular thermal diffusivity, the 
problem formulation resembles the one presented in reference [4]. 
Also, when the evaporating droplets are not included in the formu-

1 This work was done when the author was with the Department of Me
chanical Engineering, Carnegie-Mellon University, Pittsburgh, Pa 15213. 
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lation, it becomes a classical turbulent single phase heat transfer 
formulation. Hence, the analysis presented in this paper is general 
in nature. In the later sections, results generated from the analysis 
are compared with the experimental data. This comparison shows 
good agreement between the analytical and the experimental results, 
and hence the analytical model could be extended to handle other 
two-phase flow problems. 

Model and Formulation 
Generally dispersed flow is characterized by its high void fraction. 

In dispersed flow heat transfer, the vapor is superheated by the heat 
transferred from the hot wall, but the evaporating droplets are at 
saturation temperature. Since this one component two-phase mixture 
is in a thermally nonequilibrium state, the droplets evaporate and 
generate saturated vapor. 

In the present study, one component two-phase flow in the post 
dry-out region is analyzed. The unique features of the physical model 
are stated in detail in the references [5,6]. The assumptions made in 
the following formulation are: 

1 negligible thermal radiative and droplet-wall contact heat 
transfer 

2 monodispersed flow at the thermal entrance and strong radial 
mixing downstream. Therefore the droplet number density n is not 
a function of radius. Conductive heat transfers between vapor and 
small droplets. 

3 high flow quality (>0.5) and constant fluid properties 
4 The turbulent velocity and diffusivity radial variations are not 

affected by the presence of droplets. 
The coordinate system used in the present study is shown in Fig. 

1. The heat sink effect due to evaporating droplets is represented in 

T = Constant or 

' a ^Constant 

)%°o°0o°o°c 

o „o o ° o o 
r j # o o " o o V 

) [Foo°o \o 

x=o 
^ Two-Phase Flow (Vapor 

and Evaporating Droplets) 

Droplet Diameter D = D (X) 
Vapor Velocity V=V(XI 
Droplet Number Density N=N I XI 

Fig. 1 A geometric and physical description of the droplet flow in the thermal 
entrance region of a circular tube 
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terms of the heat transferred from the superheated vapor to the sat
urated droplets, and the heat required to heat up the generated vapor 
to the local vapor temperature. 

Following the derivation in references [5, 6], the energy balance on 
a fluid element with this equivalent heat sink term gives the following 
energy equation for the vapor phase. 

1 dV 
- pinwd2d(d) = —pu — 

dn 

n 

with the initial condition 

VU(r) 
dx 

l_d_ 

r dr 
e{r)r-

dT 

dr 

mrd2hr 

PuCp 

n = no when d = do 

(7) 

(8) 

(9) 
(T - Ts) (1) 

where U(r) and e(r) are the velocity and the diffusivity expressions. 
The initial and boundary conditions for this equation are 

T = Ts at x = 0 (2) 

i>T 
— = 0 at r = 0 (3) 
dr 

Equation (8) can be solved using the initial condition given by (9) to 
obtain the following expression. 

1 IT 
— + -
no 6 

(do3 - d3) (10) 

and 
T = Tw at r = ro for constant wall temperature (4) 

or 
dT 

k — = qw at r = ro for constant wall heat flux (5) 

The mean vapor velocity V in equation (1) varies along the stream due 
to vapor generation from the evaporating droplets. 

For a steady-state flow with small droplets, the number of droplets 
passing through any tube cross section is equal to the value at the tube 
inlet. Even after a droplet has been evaporated, an imaginary droplet 
with zero volume is still considered conceptually. Hence, assuming 
the same mean velocity for droplets and the vapor, the local mean 
velocity for the vapor can be related to the local droplet number 
density as follows. 

Assuming that the difference between the mean vapor velocity and 
mean droplet velocity is negligible for small droplets, and using V = 
dx/dt, the energy balance on a droplet gives'the following equa
tion. 

•-pi / i f e 7rd2V — = wd2hd(Tm - Ts) 
2 dx 

with initial condition 

d = do at x = xo 

(11) 

(12) 

where mean vapor temperature is used for the average heat transfer 
to a droplet. The variations of mean vapor velocity and droplet 
number density given by equations (6,10), and (11) can be used to 
solve equation (1). These equations can be nondimensionalized and 
the resulting dimensionless equations are 

[1 + A(l -D 3 ) )U(R) — = --?-
1 dX RdR 

Vn = Voio (6) 

The variation in the droplet number density can be related to the 
change in the droplet size in the following manner: 

E(R)R 
D 

1 + A(l-D3) 
(13) 

with initial and boundary conditions 

-Nomenclature-
A = liquid loading parameter, defined 

as - [n0d0
3] 

6 

wall superheat parameter, defined 

N = dimensionless droplet number density, 
(n/n0) 

Nu,„ = fully developed Nusselt number for 
single-phase flow, h2ro/k 

Nu* = local Nusselt number, defined as 

Tm = vapor bulk mean temperature 
ro" 

s: TU(r)rdr 

hfs 
for constant wall 

2qwro 

temperature condition, as for 
khfe 

constant wall flux condition 
Cp = specific heat for vapor 
do = droplet diameter at the thermal en

trance 
d = droplet diameter or differential nota

tion 
D = dimensionless droplet diameter (d/do) 
e = thermal diffusivity for turbulent flow 
E = normalized thermal diffusivity for tur

bulent flow 
hfg = latent heat of evaporation 
hd = heat transfer coefficient for evaporating 

droplets 
hp = heat transfer coefficient for nonevapo-

rating droplet or sphere 
k = thermal conductivity of vapor 
Mm = liquid mass flow rate at the thermal 

entrance 
Muo = vapor mass flow rate at the thermal 

entrance 
Mt = total mass flow rate, (M„o + Mi0) 
n = droplet static number density 
no = droplet static number density at the 

thermal entrance 

k(Tw - T.) 

flux condition, as 

- for constant heat 
i 

2qwr0 2 

d8_ 

dR R = l 

condition 

k(Tw -rm) i - em 

for constant temperature 

pCp 
Pr = Prandtl number for vapor, 

k 

qw - wall heat flux 
r = radial coordinate 
ro = radius of circular tube 
R = dimensionless radial coordinate (r/r0) 
Re = Reynolds number for single phase 

flow 
Reo = vapor Reynolds number at the thermal 

Ts = saturation temperature 
Tw = wall temperature 
u = local time mean axial velocity, is a func

tion of r and x 
U = dimensionless axial velocity, (u/V) 
V = mean vapor velocity, is a function of x 

only 
Vo = mean vapor velocity at the thermal en

trance 
x = axial coordinate 
X = dimensionless axial coordinate, (x/ro)/ 

Re0Pr 
6 = dimensionless vapor temperature, de

fined as for constant wall 

entrance, 
2puV0r0 

Re^, = vapor Reynolds number for fully de
veloped droplet flow, (1 + A)Reo 

S = heat sink parameter, defined as 

, , (hpd0\ irnod0r0*' ' 

t = time 
T = vapor temperature 

k(T-Ts) 
temperature condition, for 

?u>r0 

constant heat flux condition 

dm = dimensionless vapor bulk mean tem

perature, 2 f 6U(R)RdR 

Jo 

dw = dimensionless wall temperature 
ix = dynamic viscosity of vapor 
v = kinematic viscosity of vapor 
Pi = liquid density 
pu = vapor density 
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e = o at x = o 

— = 0 ati? = 0 
dR 

at R = 1 for Tu, = constant 

1 at R = 1 for qw = constant 

(14) 

(15) 

(16) 

(17) 

and 

dR 

where the dimensionless droplet size D is determined by solving 
equation (11) using equation (12), which takes the following nondi-
mensional form. 

D[l + A(l-D3)] 
dD 

dx 

2S 

3A 

Om 

c + 6m. 

with initial condition 

D = 1 at X = 0 

(18) 

(19) 

The dimensionless velocity expression U(R) and the thermal diffu-
sivity expression E(R) are derived from expressions suggested by 
Deissler [7], and are outlined in reference [5]. 

A finite difference scheme with marching technique was used to 
solve the set of equations. The details of the grid system and the nu
merical calculations are presented by the author in references [5] and 
[6]. The numerical results are presented and discussed in the following 
sections. 

Results and Discussion 
Turbulent Droplet Flow Heat Transfer. The present heat 

transfer analysis for turbulent single phase flow in the thermal en
trance region shows good agreement with the investigations and ex
perimental data reported in literature [7-9]. The details are presented 
in the reference [6]. 

The turbulent droplet flow heat transfer results were obtained 
parametrically for both constant wall heat flux and constant wall 
temperature condition considering droplets size variation. For laminar 
flow, the heat transfer results are independent of Reynolds and 
Prandtl numbers when axial heat conduction is neglected, while for 
turbulent flow, heat transfer results are influenced by both Reynolds 
and Prandtl numbers. 

As identified in the literature [3, 6], dispersed flow heat transfer 
depends strongly on three dimensionless groups, which are heat sink 
parameter, S, liquid loading parameter, A, and wall superheat pa
rameter, C. All of these parameters are evaluated at the thermal en
trance. When heat is transferred to the dispesed flow, the liquid 
evaporates and the flow eventually becomes single phase flow. Hence, 
if the inlet vapor Reynolds number is Reo and the liquid loading is A 
at the thermal entrance, then the Reynolds number for the resulting 
single phase flow (Re*.) is given by 

Re. = (1 + A)Re0 (20) 

This resulting single phase Reynolds number (Re„) is fixed at 2.0 X 
105, in our parametric study, to maintain a constant mass flow rate, 
and the effect of the dimensionless groups S, A, and C is studied for 
Pr = 0.7. 

(a) Constant Wall Heat Flux. The droplet diameter variation 
is generally parabolic in nature. For high S values, the droplet di
ameter D reduces rapidly due to the high degree of liquid dispersion. 
The droplet diameter variations for different values of the wall su
perheat parameter C indicate that low wall heat flux reduces the rate 
at which the droplets evaporate. Figure 2 shows the effect of the liquid 
loading parameter A on the droplet size variation which is consistent 
with the expected behavior. 

For the region in which the droplet flow has reached single phase, 
and the resulting single phase flow has reached fully developed con
ditions, the mean vapor temperature can be written as 

2irr0qw = (M„„ + Ml0)CP(Tm - Ts) + Mlohfg (21) 

This equation can be nondimensionalized and expressed as 

6m = (4CX - A)/C(l + A) (22) 

For single phase flow, the liquid loading parameter A is equal to 
zero, and the above relationship reduces to 

6m = 4X (23) 

Equation (22) gives a family of straight lines for various values of A 
and C. Substituting equation (22) in the definition of Nu„ we ob
tain 

2 
Nu„ + 

4CX - A 

C(l + A) 

This equation can be rearranged and expressed as follows 

Re.Pr + 
2 

Nu„ C(l + A). 

(24) 

(25) 

Here, Nu» is the fully developed Nusselt number for a single phase 
flow with Reynolds number Re™ and Prandtl number Pr. 

Equation (25) confirms that for the resulting fully developed single 
phase flow, the slope of the wall temperature variation remains un
changed irrespective of whether the original flow is single phase or 
two-phase as long as the mass flow rate is the same. The differences 
occur in the intercepts of these asymptotic straight lines on the 8W axis. 
These intercepts are function of Nu„>, A and C. 

Generally for large S values, or for large degree of liquid dispersion, 
the heat sink effect is strong and the wall temperature at a given axial 
location is low. When A and C are held constant, all the curves merge 
to a straight line given by equation (25) sooner or later depending 
upon whether S is large or small, respectively. The effect of the liquid 
loading parameter A on the wall temperature variation is shown in 
Fig. 3. For high liquid loading, the wall temperature rises to a high 
value and then approaches a straight line given by equation (25) with 
a dip in between. This drop in wall temperature occurs approximately 
in the same region where droplet size is reducing relatively fast, that 
is just before they evaporate completely. The dashed lines are just the 
extension of the final straight lines to indicate the same slope as single 
phase results. The effect of wall superheat parameter C is also im
portant. In the region where droplets are evaporating, the wall tem
perature is insensitive to changes in C. But the effect of C is strong 
in the region where droplets are completely evaporated, which one 
would expect by inspecting equation (25). In droplet flow heat transfer 
at constant wall heat flux, the linear rise in wall temperature is delayed 
and this delay can be quantified with the help of equation (25). 

The local Nusselt numbers Nux for different values of S and A are 
presented in Figs. 4 and 5. At a fixed value of Re™, the local Nusselt 
numbers for single phase flows with various Reo's are also shown in 
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Fig. 2 Variation of droplet diameter in the thermal entrance region with 
constant wall heat flux: S = 1000; A = 0.25, 0.6, 1.0; C = 100 
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these figures. For any case, Reo can be obtained from equation (20) 
once the value of A is fixed. Figure 4 shows curves for different values 
of S. The local Nusselt numbers are large for large values of S in the 
region where two-phase flow exists. The effect of liquid loading on 
the local Nusselt numbers is shown in Fig. 5 for various values of A. 
Generally, heat transfer to the turbulent droplet flow is enhanced 
compared to the single phase flow heat transfer with the same Re0 in 
the thermal entrance region of a circular tube. 

(b) Constant Wall Temperature. In general, the results for 
turbulent droplet flow heat transfer at constant wall temperature are 
similar to those for constant wall heat flux. The detail heat transfer 
results for this case are given in the author's thesis [6]. The local 
Nusselt number calculations show that if the degree of liquid dis
persion, S, is increased keeping all other parameters unchanged, the 
local Nusselt number increases. When droplets are present in the flow 
field, the local Nusselt numbers are always higher than those for single 
phase flow with the same inlet vapor Reynolds number Reo-

Figure 6 shows the variation of the mean vapor temperature in the 
thermal entrance region for different values of S. The arrows show 
the locations where droplets are completely evaporated. For high S 
values, the mean vapor temperature increases slowly due to fine dis
persion of liquid. But, as soon as all the liquid is evaporated com
pletely, the mean vapor temperature rises sharply and approaches 
the curve for single phase flow with the same mass flow rate. 

Comparison with the Experimental Data. Many experimental 
investigations have been performed in the past to study the dispersed 
flow heat transfer. The experimental data available in the literature 
is abundant. Since most of these studies do not report all of the in
formation vital to the comparison between the experimental data and 
the present results, the data reported by Koizumi, et al. [1], and 
Forslund and Rohsenow [10,11] was selected because it was the most 
complete. The data reported by Koizumi, et al., contains important 
information such as droplet size distribution and liquid loading at the 
thermal entrance, but this information does not extend to large axial 
distances where droplets evaporate completely. On the other hand, 
experimental data obtained by Forslund and Rohsenow [11] contains 
information for large axial distances. However, these authors do not 
report droplet size distribution and liquid loading at the thermal 
entrance. 

The experimental data reported in the literature [1, 11] and the 
corresponding parameters for the present analysis are given in Table 
1. In the experiments performed by Koizumi, et al. [1], there was al
ways a wet tube region upstream of the dryout zone. Since the present 
calculations for the turbulent droplet flow heat transfer start at the 
dryout point, the starting point of the dryout zone is identified by the 
sharp rise in the wall temperature. The data from Koizumi, et al.'s 
having a wall heat flux of 7.14 X 104 w/m2 was selected for comparison. 
Figure 7 shows the comparison between the data, the present analysis 

with droplet size variation, and author's previous work [5,6] consid
ering constant, droplet size. This comparison shows good agreement 
between the data and the present analyses. 

Forslund and Rohsenow [11] obtained data from dispersed flow film 
boiling of nitrogen in a vertical tube. To find suitable experimental 
runs to compare with the present analysis, the mean droplet size, 
liquid loading, and fluid properties at the thermal entrance are nec
essary. For comparison with Forslund and Rohsenow's [11] data, the 
liquid loading at the thermal entrance is estimated from the reported 
wall heat flux and exit equilibrium quality using an energy balance. 
Runs 259, 262, and 282 were selected for comparisons, because they 
have the lowest liquid loadings at the thermal entrance among all the 
reported runs. Forslund and Rohsenow estimated the mean droplet 
size at the thermal entrance using visual studies along with the droplet 
break-up and the droplet heat transfer mechanisms. Due to the un-
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Fig. 4 Variation of local Nusselt number in the thermal entrance region with 
constant wall heat flux. S = 500, 1000, 2000; A = 0.6; C = 100 

Fig. 5 Variation of local Nusselt number in the thermal entrance region with 
constant wall heat flux: S = 1000; A = 0.25, 0.6, 1.0; C = 100 
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Fig. 3 Variation of wall temperature in the thermal entrance region with 
constant wall heat flux: S = 1000; A = 0.25, 0.6, 1.0; C = 100 
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Table 1 Basic parameters for comparison with the experimental data 

Koizumi, Ueda and Tanaka's [1]. Experimental Data for R-113 

Ps 
bar 

3.08 

Experimental Data Tube radius r0 = 5 mm 

qw Afio M„0 d0 
W/m2 kg/hr kg/hr fim 

8.41 X10* 86.3 165 30 

Reo 

5.1 XIO* 

Corresponding Parameters for Present Analysis 

Re„ Pr S A 

7.8 X 10b 0.8 2615 0.523 

C 

207 

Experimental Data Saturation 

Run ro 
No. mm 

259 4.1 
262 4.1 
282 2.9 

Qw 
W/m2 

4.9 X 10* 
1.6 X 10* 
3.3 X 10* 

Forslund and Rohsenow 

pressure Ps 

kg/hr 

18.2 
18.2 
9.0 

= 1.694 bar 

Mio/Muo 
estimated 

7.2 
7.6 
7.3 

s [11]. Experimental Data for Nitrogen 

Re0 

1.67 X 10* 
1.59 X 10* 
1.15 X 10* 

Corresponding Parameters for Present Analysis 

Re„, 

1.37 X 105 

1.37 X 10B 

9.50 X 10* 

Pr 

0.84 
0.84 
0.84 

S 

2000 
625 

1100 

A 

7.2 
7.6 
7.3 

C 

153 
49 
72 
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Fig. 7 Comparison of wall temperatures in the thermal entrance region with 
Koizumi, et al.'s 11J experimental data. Re„ = 780,000; S = 2615; A = 0.523; 
C = 207 

Fig. 8 Comparison of wall temperatures in the thermal entrance region with 
Forslund and Rohsenow's [11] experimental data. Rem = 95,000; S = 1100; 
A = 7.3; C = 72 (Run 282) 

certainty associated with these estimations, the mean droplet sizes 
at the thermal entrance are re-evaluated in the present analysis. 
Calculations have been made for reported values of C, A, Reo, Pr. The 
most appropriate heat sink parameter S which agrees with the ex
perimental data is determined from a range of initial droplet size. The 
relevant experimental data and the corresponding values of the pa
rameters used in the present calculations are presented in Table 1. 

Figures 8 and 9 show the comparison between the measured wall 
temperatures and those predicted by the present analysis for Runs 
282, and 259, respectively. These curves finally merge to a straight 
line given by equation (25). In these figures, the wall temperature 
variation for single phase flow with the same mass flow rate Mt is also 
shown. These solid straight lines are extended by dashed lines to show 
that they are parallel to the straight line for the corresponding single 
phase flow. In general, these figures show favorable agreement be
tween the measured and the predicted wall temperatures. 

For Run 282, the results show that all the droplets are completely 
evaporated which was also observed in their experiment (i.e., "few fine 
droplets"). The experimental results for Run 262 are predicted very 
well for (x/r0) > 200 [6]. In the region 0 < (x/rQ) < 200, the wall tem
peratures are overpredicted. This may be due to the liquid contact 
with the wall, because, here, the liquid loading is highest and at the 
same time the wall heat flux is the lowest among the selected three 
runs. For this run, Forslund and Rohsenow [11] observed droplets 
present in the flow at (x/ro) = 600, and similar prediction has been 
made by the present analysis. The experimental results for Run 259 
are predicted accurately for all (x/ro)'s. Again, their observation of 
"few fine droplets at the tube exit, barely detectable" is consistent 
with the present prediction. 

Conclusions 
From the present study and the author's previous work [3-6] it is 

/ ' o Forslund and Rohsenow I 111. Run 25V 
y Present Analysis tor Droplet Flow 
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with R e M =137.000 

300 400 
Ix /r ) 

Fig. 9 Comparison of wall temperatures in the thermal entrance region with 
Forslund and Rohsenow's [11] experimental data. Rem = 137,000; S = 2000; 
A = 7.2; C = 153 (Run 259) 

evident that dispersed flow heat transfer in circular tubes can be 
calculated accurately using the distributed heat sink approach where 
the heat sink accounts for the droplet heat transfer in the superheated 
vapor stream. It is also important to point out that this approach can 
be used to analyze droplet flow heat transfer in other application areas 
with reasonable degrees of confidence. This method of analyzing 
one-component dispersed flow heat transfer problems forms the basis 
of a generalized theory of convective heat transfer, where single phase 
heat transfer analysis becomes a special case of this more general 
formulation. 

Journal of Heat Transfer NOVEMBER 1981, VOL. 103 / 683 

Downloaded 20 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References 
1 Koizumi, V., Ueda, T., and Tanaka, H., "Post Dryout Heat Transfer to 

R-113 Upward Flow in a Vertical Tube," International Journal of Heat Mass 
Transfer, Vol. 22, May 1979, pp. 669-678. 

2 Yao, S. C, "Convective Heat Transfer of Laminar Droplet Flow in 
Thermal Entrance Region of Circular Tubes," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 101, No. 3,1979, pp. 480-483. 

3 Rane, A., and Yao, S. C, "Heat Transfer of Evaporating Droplet Flow 
in Low Pressure Systems," The Canadian Journal of Chemical Engineering, 
Vol. 58, June 1980 pp. 303-308. 

4 Yao, S. C, and Rane, A. G., "Heat Transfer of Laminar Mist Flow in 
Tubes," ASME JOURNAL OF HEAT TRANSFER, Vol. 102, No. 4, Nov. 1980, pp. 
678-683. 

5 Yao, S. C. and Rane, A. G., "Numerical Study of Turbulent Droplet Flow 
Heat Transfer," ASME Winter Annual Meeting, Paper No. 80-WA/HT-48, 
Nov. 1980 (accepted for publication in International Journal of Heat Mass 

Transfer). 
6 Rane, A. G., "Dispersed Flow Heat Transfer in Circular Tubes," Ph.D. 

Thesis, Carnegie-Mellon University, May 1980. 
7 Deissler, R. G., "Analysis of Turbulent Heat Transfer, Mass Transfer, 

and Friction in Smooth Tubes at High Prandtl and Schmidt Numbers," Na
tional Advisory Committee for Aeronautics, NACA Report 1210, Washington 
D.C., 1955. 

8 Sparrow, E. M., Hallman, T. M., and Seigel, R., "Turbulent Heat 
Transfer in the Thermal Entrance Region of a Pipe with Uniform Heat Flux," 
Applied Science Research, Ser. A, Vol. 7,1957, pp. 37-52. 

9 Wolf, H., and Lehman, J., Private Communication by reference [11], 
Project Squid Research, Jet Propulsion Center, Purdue Univesity. 

10 Forslund, R. P., and Rohsenow, W. M., "Dispersed Flow Film Boiling," 
ASME JOURNAL OF HEAT TRANSFER, NOV. 1968, pp. 399-407. 

11 Forslund, R. P., and Rohsenow, W. M., "Thermal Non-Equilibrium in 
Dispersed Flow Film Boiling in a Vertical Tube," MIT Report No. 75312-44 
Nov. 1966. 

684 / VOL. 103, NOVEMBER 1981 Transactions of the ASME 

Downloaded 20 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D. W. Woodruff1 

J. W. Westwater 
Mem. ASME 

Department of Chemical Engineering, 
University of lllnois, 

Urbana, III. 61801 

Steam Condensation on Various 
Gold Surfaces 
Gold surfaces were investigated as promoters of dropwise condensation (DWC) of steam 
at atmospheric pressure. Very high heat fluxes at low AT's may be achieved in this man
ner. Seven gold electroplating baths, one electroless immersion gold bath, and vacuum 
vapor deposition of gold were used. Five surface preparations for pure gold were tested. 
Gold deposits ranged in thickness up to 20,000 A.U. Auger electron spectroscopy and 
scanning electron microscopy were used to describe the surfaces chemically and physi
cally. 

Deposits from the bright pure gold plating baths and the "acid, hard" baths promoted 
DWC. Deposits from alloyed baths, the ultrapure bath, and vapor deposition gave mixed 
or filmwise condensation. Two surface preparations on solid gold gave DWC, one gave 
mixed, and two gave filmwise condensation. The results indicate that gold provides an 
oxide-free surface which adsorbs trace organics from the surroundings. These promote 
DWC. 

Introduction 
Dropwise condensation of steam has been a subject of study for fifty 

years [1]. For all but the last fifteen, the standard method of promo
tion has been the application of a promoting agent, typically an or
ganic substance which lowers the surface energy of the condensing 
surface. These organic-type promoters have the inherent disadvantage 
of washing off the surface rather rapidly. 

Since 1965, gold (and other noble metals) have been praised as 
surfaces for dropwise condensation [2-6]. No organic promoter need 
be added to the gold. Gold surfaces have the advantages of perman
ence, high thermal conductivity, and resistance to corrosion. The cost 
disadvantage can be kept to a minimum by depositing very thin layers 
of the gold onto the condenser surface. Previous work by the present 
authors [7] showed the dependence of the mode of condensation on 
the thickness of the promoting gold electrodeposit. It was shown that 
a 1000 A.U. deposit (the equivalent of 500 layers of gold atoms) from 
a proprietary gold-sulfite plating bath was required to produce 
dropwise condensation of steam. 

It is known that electrodeposits of the same material can have 
widely different properties depending on the composition of the 
electroplating bath and the various electroplating parameters (cur
rent, substrate geometry, agitation rate, etc.). The object of this ex
perimental study [8] was to investigate various types of gold electro
plating baths and the ability of 1,heir respective electrodeposits to 
promote dropwise condensation. A major point of interest was 
whether or not 1000 A.U. deposits from all these baths would promote 
dropwise condensation. In addition, vapor deposition was used as an 
alternate method of deposition. As an additional experiment, a sample 
of pure,.solid gold was also tested for mode of condensation using 
various surface cleaning techniques prior to condensation. 

In support of this program, Auger Electron Spectroscopy (AES) 
and Scanning Electron Microscopy (SEM) were used to study the 
condenser surfaces. AES gives the analysis of the chemical elements 
in a surface layer (approximately the top 10 A.U.). It is a powerful 
analytical tool for phenomena involving surface properties. It has one 
drawback in that it does not show whether elements are present as 

1 Present address: General Electric Company, Schenectady, New York. 
Contributed by the Heat Transfer Division and presented at the National 

Heat Transfer Conference, Milwaukee, Wis., August 1981. Manuscript received 
by the Heat Transfer Division 22 July 1981. Paper No. 81-HT-15. 

chemical compounds or as free elements. The present study is the first 
to use AES to gain an insight into dropwise condensation. 

Background 
Since 1965, gold layers have been considered as promoters for 

dropwise condensation. Erb [3] first described its use in a study of 
metal sulfides as promoters. In this study, silver was observed to be 
a better promoter than its sulfide. This led to the investigation of gold 
and other noble metals, which were subsequently found to promote 
dropwise condensation. In the same year Umur and Griffith [9] re
ported the use of a gold deposit to prevent corrosion of their condenser 
surface. It was found that this gold-plated surface needed no added 
organic promoter in their system, and they attributed this behavior 
to organic contamination in their system. 

Since that time a number of investigators have used gold deposits 
as promoters. Erb and co-workers published a number of papers [2-6, 
10-12] in support of gold as a promoter. Tower and Westwater [13] 
used a gold-promoted system in their study of the effect of condenser 
surface inclination. Wilkins, Bromley, and Read [14] showed results 
which have made promotion by gold questionable. In their tests, a 
pure, gold tube and a gold-plated tube did not exhibit dropwise con
densation. They claimed that their system was simply cleaner than 
others whose systems were dropwise. Since that time, a number of 
authors have also observed dropwise behavior on gold [7, 8, 15, 16, 
17]. 

It is interesting to note that a parallel disagreement exists among 
physical chemists concerning the appropriate contact angle of water 
on a clean, gold surface. Claims have centered around inferred 
cleanliness, but with no actual surface cleanliness measurements until 
recently. Reference [8] gives a review of this dispute. 

Experimental 
Condensation tests were performed on the flat circular face of a 

copper test piece, see Fig. 1(c). A careful surface preparation was used 
to get "clean" surfaces. The face was polished first to a mirror finish, 
using silicon-carbide abrasive paper followed by three grades of pol
ishing alumina suspended in deionized water. The final polish was 
with 0.05 fim grade. The polishing was done on a variable-speed pol
ishing wheel using Buehler Microcloth. 

To remove all machining oils and all finger oils, the test piece next 
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underwent vigorous cleaning procedure. It was soaked in ethylene 
dichloride, followed by a soak in methanol. Next it was soaked in a 
boiling alkaline bath, followed by a rinse of deionized water. Next, the 
piece was cleaned cathodically in another alkaline bath, and then 
rinsed copiously with deionized water. 

In order to maintain similarity to the earlier work [7], the piece was 
again polished, but this time clean cotten gloves were used to avoid 
finger oil contamination. Between the soak in ethylene dichloride and 
the electron microscope work, the test pieces were not touched by 
human hands. 

After the final 0.05 /̂ m polish, the sample was rinsed in deionized 
water and placed immediately in the electroplating cell. This was a 
Teflon cell which held approximately 50 ml of gold-plating solution. 
The cathode (copper test piece) and the stainless steel anode were 
approximately 5 cm apart, and the solution was stirred by a magnetic, 
Teflon-coated stirring bar. 

The controlof the plating thickness was accomplished by plating 
at the appropriate current while observing the output of a stripchart 
recorder monitoring the output of a current integrator. When the 
output reached the level indicating the appropriate thickness, the 
circuit was broken. The time of current flow was recorded on a stop
watch, and the current was recorded as well. The product of measured 
current and time agreed quite closely with the current flow measured 
with the current integrator. At the completion of plating, the cell was 
disassembled and the test piece removed and rinsed. It was immedi
ately mounted in the condensing cell. 

The thickness was one of the variables observed. The other was the 
nature of the plating bath. Eight different baths were used in this 
study. They are described below and briefly in Table 1, as commu
nicated by the manufacturer. 

Bath A was the same sulfite bath used in the earlier study [7]. It 
contained gold sulfite as the gold salt, and sodium sulfite as the con
ducting salt, with the sodium salt of arsenic oxide in minute concen
tration as the brightener. No organic compounds were present in this 
bath. 

The role of a brightener in an electroplating bath is to produce a 
shiny, mirror-like surface. The mechanism is unknown, but bright
eners may be likened to surface active agents which improve the 
spread of gold on the base metal. Bath B was a cyanide bath that 
contained no brightener. It produced a pure, satin-bright deposit. 

Bath C was a cyanide bath brightened with cobalt. Bath D was quite 
similar, but was brightened with nickel. Both were considered acid 
baths, producing bright, hard deposits. 

Bath E was a solution of the purest gold potassium cyanide avail
able, with potassium cyanide, phosphate, and carbonate as conducting 
salts. It contained no brighteners, and produced a pure, dull gold 
deposit. 

Bath F was one which contained silver an an alloying metal. This 
was a cyanide bath, and produced a bright deposit. 

Bath G was heavily alloyed with copper and cadmium and was cy
anide based as well. Deposits were stated to be approximately 65 
percent gold, 25 percent copper, and 10 percent cadmium. 

Bath H was an electroless immersion bath, that is, no external 
electrical current was supplied to drive the deposition. The test piece 
was simply immersed into a beaker of the bath for the appropriate 
length of time. The maximum thickness obtainable was approximately 
1000 A.U. after about 15 minutes immersion, according to the man
ufacturer. 

In addition to the eight electroplating preparations, the method 
of vapor deposition was also used. After the test piece was polished, 
cleaned, and rinsed, it was taken immediately to facilities for vapor 
deposition in a nearby campus laboratory. This deposition was per
formed in an evacuated bell jar using 100 percent pure gold wire 
heated in a tungsten wire boat as the vapor source. The sample was 

_ — — — - N o m e n c l n . t . i i r f i — -

The thickness of electroplated deposits are given in Angstrom units 
(A.U.) in this paper. This is useful, because the gold atom has a dia 

stationary almost directly below the hot source. Upon completion of 
deposition, the sample was immediately returned for condensation 
tests. 

Beside these tests of thin, gold deposits on polished, copper sub
strates, five tests were performed on a pure, solid-gold test piece, 6.35 
mm thick. Five different cleaning techniques were' tested. The first 
was the alkaline cleaning described previously for the copper test 
pieces. The specimen was handled identically through the electrolytic 
cleaner and the final 0.05 iim polish. It was then rinsed and placed 
immediately in the condensing cell. 

The second treatment was a plasma cleaning technique. The gold 
sample was prepared as above through the second fine polish and 
rinse. It was then rinsed in methanol, dried, and placed in a plasma 
cleaning apparatus. A vacuum was applied and a voltage applied 
which created the plasma (ionized oxygen). This atmosphere is very 
reactive and should burn off all organic molecules. The piece was 
cleaned in this manner for approximately four and one-half hours. 
At the completion, the test piece was removed and taken immediately 
to the condensation cell. 

For the third treatment, the sample was dipped in full strength aqua 
regia (1 part nitric acid, 2 parts hydrochloric acid) twice, for about 1 
second each dip, and then was immediately rinsed and placed in the 
condenser. 

The fourth cleaning was a high-temperature heat treatment. The 
gold sample was cleaned through the second fine polish and rinsed. 
It was rinsed in methanol and dried. The sample was then placed in 
an electrically heated furnace at 866 K in air to oxidize any organics 
present. After one hour the sample was removed with gold-plated 
forceps and quenched immediately in deionized water. It was imme
diately placed in the condensing cell. 

Heat Treatment II (the fifth method) was similar to the previous 
method except that after the final polish and rinse, the sample was 
polished on a clean piece of Microcloth using only deionized water, 
but no alumina polish. This was done to remove any entrapped alu
mina from the surface. This was followed by a heat treatment as de
scribed above. 

Following any particular preparation, the test piece was placed in 
the condensing cell for heat transfer tests. The condensing cell is 
shown in Fig. 1(b). It was nearly identical to that used previously [7] 
except for minor modifications to accommodate the new test piece 
geometry. 

Steam was provided at atmospheric pressure from a four liter 
stainless steel boiler heated with two 400 W immersion heaters. Steam 
was delivered to the condensing cell via flexible stainless steel hose. 
Excess steam exited to an auxiliary condenser where it was condensed 
and measured. The condensate from the test condenser was collected 
through a U-tube exit which prevented back-up of air into the system. 
The system was "once-through", with boiling makeup water added 
to the boiler as needed and condensate lines going to the drain. The 
entire set-up was well insulated with glass wool. 

Teflon gaskets were used throughout, so the steam was in contact 
with only stainless steel, Teflon, glass, and the gold-copper test piece. 
The entire apparatus was thoroughly cleaned with a hot alkaline bath 
similar to that used for the test pieces. Special effort was taken to 
avoid any organic contamination of this system. The steam system 
is shown in Fig. 1(a). 

Heat transfer measurements included the steam temperature, the 
two condensate flow rates, the cooling water flow-rate, the cooling 
water temperatures at the cooling chamber inlet and outlet, and the 
temperature at 1.59 mm from the rear in the test piece. These data 
allowed two calculations of heat flux (condensate and cooling water) 
and extrapolation to calculate the surface temperature. 

The heat transfer experiments took place immediately after surface 
preparation of the various samples. The samples were always put into 

of 2 A.U. Note that 1 A.U. = 10"10 m. 
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flowing steam. Data were taken after four to five hours of continuous 
condensation. During this waiting period, photographs were taken 
of the condenser surface to record the progress of the promotion of 
dropwise condensation. After photography was completed, the cell 
window was insulated and heat transfer data were recorded. Runs 
were made in order of increasing AT by increasing the cooling water 
flowrate. 

At the completion of the run, the test piece was removed from the 
system and was stored in a covered pyrex culture dish. The pieces were 
stored for a period of days to weeks before the Auger surface analysis 
was performed, followed by the electron microscopy. Auger spectra 

were taken at three positions (minimum) on each sample. 
Auger Electron Spectroscopy. Auger Electron Spectroscopy 

(AES) requires that the solid sample be placed in a chamber with a 
ultrahigh vacuum (~10-9 torr). The sample is excited by an impinging 
electron beam of typically 5keV. Due to the interactions of this beam 
with the surface atoms, a fraction of the electrons which leave the 
surface have discrete energies which are identified with the atom of 
their origin. These Auger electrons are created in the sample as deep 
as the electron beam penetrates (on the order of microns), but because 
the returning electrons also interact with the solid substrate atoms, 
only the very top Auger electrons keep their chemical identity. The 
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Fig. 1 Sketch of condensation test apparatus 
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result is a number of electrons with discrete energies from the topmost 
layer of the substrate, typically the top 10 A.U. These have a low count 
compared to the background continuum of electrons, so the signal is 
electronically differentiated to enhance the signal. Thus, an Auger 
spectrum is a plot of dN/dE versus Electron Energy, where JV is the 
number of electrons with energy E. The position of the peak identifies 
the source atom. For example gold has an important peak at 2028 eV, 
whereas silver has one at 356 eV. The concentration of an element is 
determined by the height of its peak. Auger electron spectroscopy is 
non-destructive, and the sample is recovered unaltered. 

Presentation of Results 
The results of the heat transfer experiments are presented in Fig. 

2. Figure 2(a) includes the heat flux curves for the baths which gave 
deposits that promoted dropwise condensation satisfactorily. These 
are Baths A-D. The dashed lines for the 900 A.U. deposit from Bath 
A indicate that transitions between dropwise and filmwise conden
sation occurred with this thickness as the cooling water flow rate was 
altered. The results with the pure, solid-gold test piece are also pre
sented in Fig. 2(a). Deposits from Baths E-H, and from the vapor 
deposition are presented in Fig. 2(b). These promoted only partial 
dropwise (mixed) condensation, or did not promote dropwise con
densation even for their thickest deposits. The dropwise area from 
Fig. 2(a) is the shaded region in 2(b) included for comparison. 

Figure 2 demonstrates the attraction of dropwise condensation. The 
heat fluxes are very high, even at low AT. For example at AT =3K, 
the highest flux for dropwise condensation is 380 kW/m2. For filmwise 
condensation at AT = 3K, the flux is about 25 kW/m2. 

Figure 3 shows photographs of progression of promotion during the 
3.6 hours from the start of condensation; in Fig. 3(a) are photographs 
for the 2000 A.U. deposit from Bath A. In every test which showed 
dropwise condensation, the promotion always began at the edge and 
progressed steadily inward. In Fig. 3(a), the heat transfer coefficient 
was 26 kW/m2K, and in Fig. 3(d) it had increased to 74. The rate of 
advance of the promoted areas and the pattern of dropwise and 
filmwise areas varied from bath to bath. 

Figure 4 presents photographs of the mode of condensation on the 
thickest deposit tested from each of the plating baths and the vapor 
deposition tests. These were each taken at approximately 3.5 hours 
into the test. At the completion of the heat transfer test of the 1000 
A.U. deposit from Bath B, the surface demonstrated 100 percent 
dropwise condensation. The final conversion occurred after insulation 
was put over the window and the heat transfer data were recorded. 
In Fig. 4, the best performance is for Fig. 4(c), which had a heat flux 
of 471 kW/m2 at a AT of 3.2 K. The poorest is Fig. 4(g) with a flux of 
326 at 28.9 K. 

The five tests on the pure, solid-gold test piece are shown in Fig. 
5. When prepared by alkaline cleaning or the plasma cleaning tech
niques, the surface supported dropwise condensation. The acid 
treatment and the two heat treatments resulted in filmwise conden
sation, although the second heat treatment had a small amount of 
dropwise condensation on the edges. In Fig. 5, the best results are for 
Fig. 5(a) with a flux of 356 kW/m2 at a AT of 4.6 K. The worst are for 
Fig. 5(d) with a flux of 292 at a AT of 27 K. Table 2 presents an 

overview of these results, with plating bath, deposit thickness, and 
mode of condensation. 

A typical Auger spectrum taken from the 1000 A.U. deposit from 
Bath A is presented in Fig. 6. This was taken after condensation tests 
were completed. The main spectral lines of the major components are 
labeled gold, copper, carbon, and oxygen. The major peaks are marked 
by asterisks, and the computed concentrations are indicated as atomic 
percentages. These concentrations are calculated from the peak 
heights using the knowledge of the machine sensitivities and the el
emental sensitivities taken from Reference [18]. A different multiplier 
is needed for each element. 

Figure 7 was constructed by plotting the surface analysis for gold, 
copper, oxygen, and carbon for all tests with the eight baths, the vapor 
deposits, and the pure, solid-gold specimens. The data points for 
carbon are shown. The data points for the other elements are omitted 
for clarity; they have scatter similar to the scatter for carbon. Figure 
7 shows the heat transfer coefficient h, at AT = 8.3 K. 

A strong correlation exists between the heat transfer performance 
and the surface composition. The predominance of gold and carbon 
at the expense of copper and oxygen on the surface favor the occurence 
of dropwise condensation. This same trend was observed when mixed 
condensation was observed. The Auger analysis at positions which 
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Fig. 2a Part of the heat transfer results for different gold surfaces. Dropwise 
condensation is DWC, and filmwise condensation in FWC. Other symbols are 
explained in Table 1. 
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(a) Time zero

(c) 37 min.

(b)9 min.

(d) 213 min.

(a) Alkaline cleaned

Ie) Aqua regia cleaned

(b) Plasma cleaned

(d) Heat I

Fig. 3 Development of dropwlse condensation on 2000 A.U. gold deposit
from Bath A

(a) Bath A, 2000 A.U., (b) Bath B, 1000 A.U., (c) Bath C, 5000 A.U.,

(d) Bath D, 5000 A.U., (e) Bath E, 2500 A.U., (I) Bath F, 5000 A.U.,

(g) Bath G, 20,000 A.U., (h) Bath H, 1000 A.U., (I) Vapor deposit, 3400 A.U.

Fig. 4 Contrasting appearance of steady-stale condensation on various gold
surfaces after 3.5 hours

Journal of Heat Transfer

(e) Heat II

Fig. 5 Conlrastlng appearance of steady-slate condensation on pure solid
gold specimen
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Table 2 Summary of condensation results for gold surfaces D =dropwise condensation, F =filmwise, M =
mixed

Deposit thickness, A.U.

100 200 400 500 600 900 1000 2000 2500 3400 .5000 20,000

Bath A F F F M D D
BathB F M,D D
Bath C F F D
BathD F F D
BathE F M M
BathF M M M
BathG F F F
BathH M F,M

Vapor Deposit F M M

pure solid gold: alkaline cleaning -D
plasma cleaning -D
aqua regia cleaning -F
heat I -F
heat II -M

(d) Pure gold, alkaline cleaned,
see Fig. 5(a)

(a) 2000 A.U. thick from Bath A,
see Fig. 3(d)
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(b) 2500 A.U. from Bath E,
see Fig. 4(e)

(e) Pure gold, Heat Treatment II,
see Fig. 5(e)
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Fig. 9 Scanning electromicrographs of gold condenser surfaces. The scale
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demonstrated dropwise condensation on a mixed surface were higher 
in gold and carbon, and lower in carbon and oxygen, relative to posi
tions on the same sample which demonstrated filmwise condensation. 
The concentrations of trace elements such as chlorine and sulfur were 
quite constant throughout. 

The critical thickness in the deposit growth can be seen by com
paring the Auger analyses from the six deposits from Bath A. Figure 
8 presents the composition of the four major elements and the heat 
transfer coefficient at AT = 8.3 K as a function of deposit thickness. 
Between 600 A.U. and 1000 A.U. a dramatic change occurs both in the 
surface chemistry and in the promotional ability of the Bath A de
posit. This change in surface composition was seen for all baths tested, 
though the change in the heat transfer coefficient was less dramatic 
for those baths which did not produce dropwise condensation. 

Scanning electron micrographs of five surfaces are presented in Fig. 
9. These were taken after the Auger analyses were completed. They 
show the surface topography representative of the various types of 
deposits. Figure 9(a) is a bright 2000 A.U. deposit from Bath A. The 
appearance is typical of those seen from Baths A-D, F, and H, and 
the 200 A.U. and 1000 A.U. Bath G deposits. Figure 9(b) is an unbri-
ghtened, 2500 A.U. deposit from Bath E and is similar in appearance 
to the 20,000 A.U. deposit from Bath G. 

Figure 9(c) is of the 1000 A.U. vapor-deposited surface. It has a 
strikingly different surface texture from the electrodeposited surfaces. 
Figure 9(d) and (e) are of the pure, solid-gold surfaces. Figure 9(d) 
is of the alkaline cleaned surface and is similar to the plasma-cleaned, 
gold surface. Figure 9(e) is of the second heat treated surface, repre
senting the aqua regia treatment and the first heat treatment also. 
These surfaces show the polishing markings clearly. Note that the 
alumina polishing remnants (the small, white spots) are more prev
alent on the latter surfaces. The electron microscope provides no in
formation regarding adsorbed organic molecules. 

The final test performed in this program was a promoter lifetime 
study of a 2000 A.U. deposit from Bath A. At the writing of this paper, 
this sample has demonstrated perfect dropwise condensation for 2500 
continuous hours followed by a shift to filmwise condensation on 
about 25 percent of the surface and 75 percent dropwise elsewhere 
which has persisted for an additional period of over 2500 hours. 

Discussion 
It has been shown here that all gold surfaces are not equivalent in 

their ability to promote dropwise condensation. The pure, bright 
deposits from Baths A and B were superior in their ability to promote 
dropwise condensation. Each required a 1000 A.U. deposit for pro
motion. The cobalt and nickel brightened Baths C and D produced 
promoting deposits, but at a greater required thickness (5000 A.U. 
for each). The pure, dull deposit from Bath E did promote dropwise 
condensation at the edges. It is believed that because of its roughness, 
see Fig. 9(b), this deposit was considerably slower to promote. 

The alloyed plating Baths F and G, the electroless Bath H, and 
vapor deposition produced layers which did not promote satisfactory 
dropwise condensation. The Auger analysis revealed that Bath H was 
also alloyed with a small amount of silver. This is discouraging, be
cause one would hope that alloying might be an appropriate method 
of reducing the gold content (and thus cost) of a gold-plated condenser 
surface. However, the present study indicates that the purer and 
brighter a gold deposit, the better it will perform as a promoter for 
dropwise condensation of steam. 

The vapor deposit failed as a promoter because of incomplete 
coverage, as indicated by the micrograph Fig. 9(c) and the Auger 
analysis. Methods of oscillating the sample during deposition and of 
obtaining a cleaner vacuum might improve this. It should be noted 
that less than 1 percent of the total gold evaporated was actually de
posited on the sample. As a commercial method of depositing gold for 
promotion of dropwise condensation, vapor deposition seems un
suitable at this time. 

It has also been shown that the promotional ability of a pure, 
solid-gold piece is dependent on its surface preparation. The differ
ence between promotion and non-promotion was seen both with the 

Auger analysis and the electron microscopy: the surfaces which were 
non-promoters had more polishing alumina remnants present on the 
surface. It appears that some alumina is trapped below the surface 
level during polishing, and that the aqua regia dissolved enough gold 
to expose this alumina. Apparently the heat treatments also brought 
the alumina to the surface. This exposed alumina appears to prevent 
or hinder promotion of dropwise condensation. 

It is interesting to note that the Auger analyses of these gold con
denser surfaces show that none of the samples tested approached the 
ideal situation of a pure, gold surface, not even the solid, pure, gold 
sample. Thus gold surfaces are as much a product of their environ
ment and history as of the bulk properties beneath. It is indeed 
questionable whether an ideal pure gold surface is a practical possi
bility. 

Two observations indicate that an organic species is responsible 
for the promotion of dropwise condensation on gold. First, promotion 
on gold surfaces is not immediate. The dropwise areas always started 
at the edge of the test piece and progressed inward as seen in Fig. 3. 
This is interpreted to mean that a promoting agent was adsorbing on 
the surface, starting at the edges, and migrating towards the center. 
There was some concern that the small Teflon ring around the test 
piece was the source of this promoter. In a special test with a Teflon 
plug fitted in the center of a gold-plated test piece, nonwettability 
began at both the inner and outer metal-Teflon edges. It is not clear 
whether the cause was the chemical discontinuity or the mechanical 
discontinuity at these borders. In a separate test, a Teflon piece was 
purposefully touched to a gold-plated condenser surface; no additional 
or premature promotion was observed at the place of contact. Addi
tionally, no fluorine was detected in the Auger analyses taken on these 
condenser surfaces. It does not appear that Teflon was the promoting 
agent. Note that whatever the source of promoter, it was effective only 
for thicker gold surfaces and not for thin gold layers or for copper 
alone. 

The second observation is that the Auger analysis presented in Fig. 
7 shows a positive correlation between promotion and the amount of 
carbon on the gold surfaces. This indicates that an organic compound 
is present on the surface and is responsible for the promotion. The 
strong association of carbon with the gold surfaces also indicates that 
gold surfaces attract organics from the surroundings, in spite of heroic 
efforts to prevent it. The negative correlation of heat transfer coef
ficient (and carbon concentration) with oxygen concentration indi
cates that the role of the gold may be to provide an oxide-free surface 
for organic adsorption. A recent paper by Smith [19] also shows the 
association between carbon concentration (as detected by Auger 
analysis) and the nonwettability of gold surfaces. 

From all of this evidence, it is concluded that an organic species of 
unknown origin is responsible for the promotion of dropwise con
densation on gold-plated or pure gold surfaces. Further, the adsorbed 
promoter is tenacious, lasting thousands of hours continuously in a 
once-through steam flow system. 

Conclusions 
It has been shown that all gold electrodeposits do not perform 

equivalently as promoters of dropwise condensation. Pure, bright 
electrodeposits are superior promoters, and alloyed or dull deposits 
are inferior. The vapor deposits tested were also inferior for promo
tion. The deposits which did promote did not always do so at the same 
deposit thickness. Two cleaning preparations of a pure gold sample 
promoted dropwise condensation, three did not. 

Auger electron spectroscopy provided elemental analysis of the 
condenser surfaces. Promotion of dropwise condensation is associated 
with high concentations of gold and carbon, and with low concen
trations of copper and oxygen. The carbon appears automatically with 
the gold plate, even if the plating solutions are organic-free. Dropwise 
condensation always starts at the edge of the sample and moves in
ward. It is concluded that an unidentified organic species is respon
sible for promotion of dropwise condensation on gold surfaces. The 
amount of organic material present may be as little as about one-third 
of a monomolecular layer. 
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Heat-Exchanger Effectiweness In 
Thermoelectric Power Generation1 

This paper presents a method for calculating the electrical power generated by a thermo
electric heat exchanger. The thermoelectric heat exchanger transfers heat from a hot fluid 
to a cold fluid through a thermoelectric generator located in the heat-exchanger wall sep
arating the two fluid streams. The method presented here is an extension of the NTU 
method used to calculate heat-exchanger heat-transfer effectiveness. The effectiveness 
of thermoelectric power generation is expressed as the ratio of the actual power generated 
to the power that would be generated if the entire heat-exchanger area were operating at 
the inlet fluid temperatures. This method collapses results for several heat-exchanger 
configurations and allows a concise presentation of the results. It is shown that the NTU 
method of calculating heat-exchanger heat-transfer effectiveness can be modified in a 
similar way. 

Introduction 
Thermoelectric power generation has been used for many years, 

primarily in applications requiring high reliability, quiet operation, 
or the ability to operate on a wide variety of fuels. Examples of such 
devices include radioisotope-heated generators for deep space probes 
[1] and fossil-fueled generators for military field power requirements 
[2]. Most recently, the use of thermoelectric generators has been 
proposed for Ocean Thermal Energy Conversion (OTEC) [3]. 

Thermoelectric generation makes use of a bulk phenomenon: the 
Seebeck effect. A temperature gradient across any material tends to 
drive charge carriers from the hot side to the cold side, producing a 
voltage across the material. Specially-designed semiconductor ther
moelectric alloys produce several hundred microvolts per degree 
Kelvin temperature difference across the material. For a detailed 
description of the thermoelectric effect, see reference [4]. 

The fuel source for thermoelectric generators (such as those de
scribed in references [1] and [2]) provides a heat reservoir at a specified 
temperature, and heat is rejected by the thermoelectric device either 
by radiation (space applications) or by forced convection with cooling 
fins. Analyses of most thermoelectric generators in the literature [5] 
generally assume a hot-junction temperature, and the cold-junction 
temperature is either assumed or calculated on the basis of cooling-fin 
performance [6]. 

Another method of "fueling" the thermoelectric generator is by the 
transfer of heat from a hot fluid stream to a cold fluid stream. This 
is the technique proposed in reference [3] for the OTEC application. 
Here, cold seawater from the ocean depths is pumped to the ocean 
surface and through one side of a heat exchanger. Warm surface 
seawater is pumped through the other side of the heat exchanger. 
Thermoelectric elements placed in the interface separating the two 
fluid streams generate electrical power as the heat flows through the 
interface (Fig. 1). Other examples of thermoelectric power generation 
using fluid-to-fluid heat transfer, as suggested in reference [7], include 
solar ponds, geothermal sources, and waste-heat recovery. Applica
tions in which fuel costs are low appear to be economically feasible. 

To exploit the temperature difference between two fluid streams 
for thermoelectric power generation, a heat exchanger clearly is 
needed to keep the fluid streams separate and to channel the heat flow 
from the hot stream through the thermoelectric device and into the 
cold stream. In addition, the heat exchanger protects the thermo
electric elements from the heat transfer fluids and provides a rigid 
structure for the thermoelectric elements. 

Thermal performance of the heat exchanger can be calculated given 
the overall thermal conductance (which must account for the presence 
of the thermoelectric elements), fluid flow rates, inlet temperatures, 

heat capacities, heat exchanger area, and flow configuration. A con
venient procedure is given in reference [8], in which the effectiveness 
of heat exchange is given as a function of dimensionless heat-ex
changer size for a variety of heat-exchanger configurations. This 
method of presenting heat-exchanger effectiveness is called the NTU 
(number of transfer units) method. Heat-exchanger effectiveness is 
given as the ratio of actual heat-transfer to the thermodynamically 
maximum possible heat transfer. 

Unfortunately, that heat-exchanger effectiveness cannot be used 
to predict electrical power generation of a thermoelectric heat ex
changer. As shown in the next section, local power generation depends 
on a nonlinear function of temperature difference, while the heat-
exchanger effectiveness is calculated from a linear function of tem
perature difference. 

The purpose of this paper is to extend the NTU method so that 
effectiveness of thermoelectric power generation can be easily de
termined once the fluid properties, flow rates, and flow configuration 
are known. The effectiveness of thermoelectric power generation will 
be given as a dimensionless ratio of actual power generated to the 
maximum possible power generation. 

In the following sections, an expression for local steady-state power 
generation per unit area is developed. Power output of the heat ex
changer is then given as an integral of that expression over the heat-
exchanger area, and then the effectiveness in power generation, £p, 
is defined. Results for several heat-exchanger configurations are given 
as graphs of £p versus dimensionless heat-exchanger size, and an ex
ample of using the results is given. 

Electrical Power Generated per Unit of Heat-
Exchanger Area 

The electrical power output per unit of heat exchanger area is 
proportional to the product of the heat flowing through the heat ex
changer and the Carnot efficiency seen at the hot and cold junctions 
of the thermoelectric generator: 

-Kq\l-^ (1) 

1 Prepared for the U.S. Department of Energy, Contract No. 
EG77C014042. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
September 10,1980. 

We take the proportionality constant K to be a material property. 
Although K is a function of temperature (see Appendix), errors due 
to using the value of K at an average operating temperature are not 
large [9] if the heat exchanger is operated at low to moderate tem
perature differences (1 - Tc/Th < 0.5). 

As seen in Fig. 2, the heat flow is through three thermal resistances 
in series. The thermal resistance from the hot fluid to the thermo
electric hot junction is Rfh, and that from the thermoelectric cold 
function to the cold fluid is Rfc. Thermal resistance of the thermo
electric material is Rte- The resistances Rfh and R/c must, in general, 
include fouling resistance, fin efficiencies, thermal conductivity of 
the heat-exchanger plate, and thermal contact resistance. Thermal 
resistance of the thermoelectric generator, Rte, must include Peltier 
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and Joule heating effects (see Appendix) and is computed assuming 
zero heat transfer through any insulation used to isolate the ther
moelectric elements. All thermal resistances are referred to the 
heat-exchanger base area. 

From Fig. 2, the junction temperatures may be eliminated by 
using 

Th _ Thj — Tcj 

Rte 

Th - Thj 

R/h ~Rfh + Rfc + R. 

Rfh + Rfc + Rte 

Th-T, 

[1 + OtffU - TJTh)\] (2) 

[1 + 0\K(1 - TJTh))}. (3) 

The approximation in the above equations expresses the difference 
in heat flow through the three resistances due to energy removal in 
the form of electrical power. A conversion efficiency of 20 percent (K 
= 0.2) would represent the maximum efficiency from current ther
moelectric materials. For such a device operating with a maximum 
available temperature difference 1 - TJTh = 0.5 (probably the upper 
limit for most practical applications of thermoelectric generators, [7]), 
the error term in equations (2) and (3) would be 0.10. Since these 
conditions represent the worst possible case, we neglect this error term 
in the analysis. Note that for applications involving large temperature 
differences, errors due to neglecting this term and due to temperature 
dependence of K may not be negligible. 
Using equations (2) and (3) in equation (1), we may write 

Pm *™«s ; (4) 
[Rfc + Rfh + Rte ~ Rfh(][Rfh + Rfc + Rte] 

where we use c = 1 — TJTh, the Carnot efficiency based on the 
available fluid temperature difference. In reference [11], an equation 
similar to equation (4) was used to determine the fluid temperature 
distribution within the heat exchanger that would yield maximum 
power output. Thickness of the thermoelectric element, as a function 
of location in the heat exchanger, which gives the desired temperature 
distribution, was then determined. 

Specifying the thickness distribution of the thermoelectric element 
in the heat exchanger does not appear to be the most practical ap
proach, especially for mass-produced thermoelectric heat exchangers 
as proposed in reference [3]. A more practical approach is to assume 
constant thermoelectric element thickness and calculate the power 
generated by the heat exchanger, given fluid inlet temperatures, fluid 
properties, and heat-exchanger dimensions. 

Assumption of a constant thermoelectric element thickness will 
allow determination of the thickness that will maximize local power 
generation. This is possible because, within manufacturing con
straints, Rte is a quantity that we may vary at will. Maximizing 
equation (4) with respect to Rte, we find the value Rte* that yields 
maximum power output is 

Y//A 

•- Hot 

W/A 

V/////M WA 

_ 

WWA WA. 

Insulation 

WA V///////A \ VM 
Fig. 1 Detail of heat-exchanger/thermoelectric-generator combination 

- • Th 

' T^ 

~» Tc, 

Ric 

- . T c 

Fig. 2 Thermal resistance network 

Rte* = (Rfc + Rfh) l -
eRfh \ 1/2 

(5) 
Rfc + Rfh I 

Since e varies through the heat exchanger (the resulting variation in 
Rte* is small) we must choose one value in order to calculate one value 
for Rte*- The most reasonable value is Co, which we define as f calcu
lated at the fluid inlet temperatures, Thm and Tcm. Using (Q in equa
tion (5), substituting Rte* for Rte in equation (4), and defining the 
thermal resistance ratio, 

Nomenclature-

A = heat exchanger base area, cm2 

Cc = heat capacity rate (specific heat X mass 
flow rate) on cold side, W/K 

Ch = heat capacity rate on hot side, W/K 
Cmin = smaller of Cc and Ch, W/K 
Cmax = larger of Cc and Ch, W/K 
K = thermoelectric device conversion effi

ciency 
Ntu = number of transfer units 
Ngu = number of generation units 
P* = electrical power generated per unit heat 

exchanger base area, W/cm2 

p0* = p* evaluated at inlet fluid tempera
tures, W/cm2 

Pout = heat exchanger electrical power out
put, W 

q = heat flux from hot fluid, W/cm2 

ymax — thermodynamically maximum pos

sible heat exchanged,W 
r = ratio of heat capacity rates, CJCh 
r' = r i f r > 1,1 if r < 1 
Rfc = thermal resistance from cold fluid to 

thermoelectric cold junction, K-cm2/W 
Rfh = thermal resistance from hot fluid to 

thermoelectric hot junction, K-cm2/W 
Rte = thermoelectric thermal resistance, 

K-cm2/W 

Rte* - the value of Rte that gives maximum 

P*, K-cm2/W 

Tc = local cold fluid temperature in the heat 
exchanger, K 

Tcj = thermoelectric cold junction tempera
ture, K 

TCm = value of Tc at heat exchanger inlet, 
K 

Th - local hot fluid temperature in the heat 
exchanger, K 

Thj = thermoelectric hot junction tempera
ture, K 

Thm ~ value of Th at heat exchanger inlet, 
K 

Th.out = hot fluid outlet temperature, K 
U = overall thermal conductance {Rfc + R/h 

+ Rte)'1, W/cm2-K 
a - thermal resistance ratio RfhKRfh + 

Rfc) 
t = Carnot efficiency based on local fluid 

temperatures in the heat exchanger 
eo = e based on inlet fluid temperatures 
£ = heat exchanger effectiveness 
£' = modified heat exchanger effectiveness 
£p = heat exchanger effectiveness in ther

moelectric power generation 
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Rfh 
(6) 

Rfh + Rfc 

we find the maximum power generated per unit area is then 

r t _ KThS (1 - aeoV'z 

Rfh + Rfc [1 + (1 - ae0)1/2][l - ae + (1 - ac0)
1/2]\ 

and the required thermoelectric thermal resistance is 

Rte = (Rfc + Rfh)(l-ae0y<*. 

The electrical power generated by the entire heat-exchanger area 
A is then given by 

(7) 

(8) 

LP*> dA. (9) 

Effec t iveness of T h e r m o e l e c t r i c P o w e r G e n e r a t i o n 
To express the results in a convenient form it is necessary to make 

equation (9) dimensionless. The quantity we use to nondimensionalize 
equation (9) is Po*A, which is the electrical power that would be 
generated if the entire heat-exchanger area were operating at the 
maximum available temperature difference; i.e., the inlet fluid tem
peratures. We may calculate P0* from equation (7) by substituting 
Thm for Th and Co for e: 

KThme<? (1 - aeoV2 

Po* (10) 
R,h + Rfc [1 + (1 - «o)1 / 2][ l - aeo + (1 - ae0)1/2]' 

We may now calculate the effectiveness of thermoelectric power 
generation from 

r P* dA 
£ P = •=-—• (ii) 

J A P0* A 
Substituting equations (7) and (10) into equation (11), we find 

• aeo + (1 — aeo)1/2\ dA £ p = X y (rJu- (12) 
•ae + (l-ae0)

1/2l A' 

The effectiveness £p may be calculated from equation (12) given 
the temperature distribution in the heat exchanger. The temperature 
distribution may be determined from a heat balance equation, which 
will depend on the heat-exchanger configuration. Parallel flow, for 
example, gives 

U(Th - Tc) = Cc 
dTc 

dA -ch 
d]\ 
dA' 

(13) 

Consistent with previous arguments, we have neglected errors of 0(JC(1 
- TJTh)} in equation (13). 

Given inlet conditions, equation (13) may be solved to give the 
temperature distribution in the heat exchanger. Equation (12) may 
then be solved for £p. The solution of equation (13), which gives the 
heat exchanger effectiveness £, results in two dimensionless quantities 
UA/Ch and ChlCc. Therefore, the effectiveness of thermoelectric 
power generation is a function of four quantities; 

IUA Ch \ 

k?5?H- (14) 

We choose to call the first independent variable Ngu (number of 
generation units), and the second independent variable r. The number 
of generation units is a dimensionless heat-exchanger size. Comparing 
NguwithNtu[8] : 

£P = £ P 

therefore, 
Ntu = UA/Cmin; 
Ngu = Ntu when r < 1; 
Ngu = Ntu/r when r > 1. 

(15) 

The reason for using a new variable Ngu instead of Ntu is the 
nonlinearity in equation (12). If we were to express heat-exchanger 
effectiveness in terms of Ngu, we would find 

£(Ngu • r, 1/r) = £(Ngu, r), (16) 

so that a symmetry exists due to the linearity of equation (13); i.e., it 

does not, matter whether the hot fluid or the cold fluid has the largest 
capacity rate. Therefore, it is possible to consider £ to be only a 
function of UA/Cmin and CmiJCmmL, i.e., r ^ 1. Because equation (12) 
is nonlinear, an expression like equation (16) does not exist for £p. 
Therefore, it is necessary to consider both r H and r > 1. 

The effectiveness of thermoelectric power generation, £p, expresses 
how effectively the heat exchanger utilizes the heat-transfer area in 
generating electrical power. A heat exchanger with a low £p is gener
ating a small amount of electrical power per unit of heat-exchanger 
area. Consider, for example, a parallel-flow heat exchanger (in which 
the inlet area is operating at essentially the maximum available 
fluid-temperature difference). A very short parallel-flow heat ex
changer would have an £p near unity. As we lengthen the heat ex
changer, the local fluid-temperature difference decreases, less power 
is generated per unit area, and the £p for the heat exchanger will be 
less than unity. 

Note the difference between this type of effectiveness and that used 
to define £, the heat-exchanger effectiveness [8]: 

y = q _ Ch(Thm — Th.out) 
(17) 

The effectiveness given by equation (17) expresses how efficiently the 
heat exchanger transfers heat. Clearly, the longer the parallel-flow 
heat exchanger is, the more heat it will transfer and the closer to unity 
£ will be. 

Defining £p as an area effectiveness serves two purposes. First, the 
nondimensionalization of equation (7) by Po* minimizes the number 
of parameters upon which £p depends. Second, in a fluid loop using 
a thermoelectric heat exchanger, one of the major costs may be the 
heat exchanger. Therefore, generation of maximum electrical power 
per unit of heat-exchanger area is important. Defining £p according 
to equation (11) gives an effectiveness that describes how well the 
heat-exchanger area is being utilized. As explained in the Appendix, 
heat-exchanger effectiveness £ may also be expressed as an area uti
lization effectiveness. 

C a l c u l a t i o n P r o c e d u r e 
For most heat-exchanger configurations, solutions of heat-ex

changer effectiveness exist. Reference [8] discusses several of these 
solutions. The solution of equation (12), however, requires the tem
perature distribution in the heat-exchanger; not just inlet and outlet 
temperatures. Since equation (12) is nonlinear, a numerical integra
tion is appropriate. 

For each heat-exchanger configuration, a heat-balance equation 
similar to equation (13) was written. In most cases a closed-form so
lution was found. This solution was used to calculate heat-exchanger 
effectiveness from reference [8], which may be written as 

f = 
-*• hm J- c> 

(18) 

where r' = r if r > 1, and = 1 if r < 1. 
As a check on the calculation, this value of £ was compared to that 

given in reference [8] for the same values of Ntu and Cmin/Cmax. 
The temperature distribution was then inserted into equation (12) 

and the solution for £p found by trapezoidal rule integration. Errors 
due to the numerical integration were much smaller than those due 
to the approximation expressed in equations (2) or (3). 

Results 
Effectiveness £p was calculated for the following heat-exchanger 

configurations: (i) parallel flow, (ii) counterflow, (iii) crossflow—no 
mixing, (iv) crossflow—hot side mixed, (v) crossflow—cold side mixed, 
and (vi) parallel counterflow—shell side mixing. 

The range of independent variables is 0 < Ngu < 5; 0 < r < 4; 0.1 
< e0 < 0.5; 0.1 « a < 0.9. 

The results show a very weak dependence of ijp upon either the 
thermal resistance ratio, a, or the heat-exchanger configuration. 
Varying a from 0.1 to 0.9 with 6o,'', and Ngu remaining unchanged 
resulted in a change in £p of less than 0.015. Therefore, all results were 
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computed with a = 0.5. 
A comparison of the six heat-exchanger configurations showed that 

parallel flow gave the smallest £p and counterflow gave the largest £p; 
the differences, however, were always less than 0.02. Therefore, we 
will present results for parallel flow only. 

Results are plotted in Figs. 3,4, and 5 for Carnot efficiency en = 0.1, 
0.3, 0.5, respectively. Comparing the three graphs, the effectiveness 
apparently depends weakly on Carnot efficiency. For small values of 
capacity ratio, the largest change in £P] as Carnot efficiency is changed 
from 0.1 to 0.5, is about 0.05. 

The graphs also show that the effectiveness is greater than 0.5 only 
for Ngu < 1. If the previous comments on the appropriateness of using 
an area utilization effectiveness for thermoelectric heat exchangers 
hold true, then it is clear most such devices will be designed with Ngu 
< 1 . 

«£ 0.6 

2 3 

No. of Generation Units, Ngu 

Fig. 3 Effectiveness of thermoelectric power generation for Carnot efficiency 
= 0.1 

Example 
In this section we present an example thermoelectric heat-ex

changer performance calculation. We will follow the example pre
sented in reference [8], in which heat-transfer performance and 
pressure drop are computed for an air-to-water gas turbine inter-
cooler. The intercooler has 90,900 kg/h air flow (inlet temperature = 
127°C) cooled by 181,800 kg/h water (inlet temperature 16°C). The 
crossflow configuration has a finned, flat-tube surface with cooling 
water flow through the tubes. Total base (cold side) heat-transfer area 
is 66 m2. Heat-exchanger dimensions are 1.63 m X 0.61 m X 0.48 
m. 

The required thermoelectric element thickness may be calculated 
using equation (5) and the thermal resistances on the hot side and cold 
side, Rfc = 1.13, Rfh = 8.29°C cm2/W. 

The Carnot efficiency is e0 = 0.28. From equation (8), Rte = 8.16°C 
cm2/W. 

From the Appendix, the required thickness of thermoelectric ma
terial would be 0.22 cm for 100 percent, area coverage if the thermo
electric material is Bi2Te3 (see reference [3]). Adding this thermal 
resistance increases the overall thermal resistance to t / _ 1 = 17.58°C 
cm2/W, reducing the number of transfer units from Ntu = 2.73 to 1.46. 
Heat-transfer effectiveness is reduced from £ = 0.90 to 0.75 (see Fig. 
2-14, [8]). 

Since the hot side has the minimum capacity rate Ngu = Ntu, r = 
0.122, from Fig. 4 the effectiveness of thermoelectric power generation 
is £p = 0.32. Assuming a thermoelectric conversion efficiency K = 0.18, 
equation (10) gives Po* = 1721 W/m2. Therefore, electrical power 
output would be P o u t = 36,350 W. For comparison, the pumping power 
required for both fluid sides is computed from reference [8] to be 19, 
790 W. 

It should be noted that each application must be optimized for the 
best performance. In this example we used the flow rates given in the 
original example [8]. If the desired result was maximum net power 
output, then these flow rates are not necessarily optimum. An iterative 
scheme would be needed to find the flow rate that gives maximum 
power. A similar procedure was followed in the OTEC application [3], 
where heat-exchanger flow length (Ngu), hot-water flow rate, and 
cold-water flow rates were adjusted until minimum plant cost re
sulted. The results presented in this paper give the link between 
heat-exchanger size, flow rates, and electrical power output needed 
for such optimizations. 

<o 
«U° 0.6 

2 3 

No. of Generation Units, Ngu 
2 3 

No. of Generation Units, Ngu 

Fig. 4 Effectiveness of thermoelectric power generation for Carnot efficiency Fig. 5 Effectiveness of thermoelectric power generation for Carnot efficiency 
= 0.3 = 0.5 
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APPENDIX 
Thermoelectric Conversion Efficiency and Thermal Resis

tance. From reference [4] we may derive expressions for the ther
moelectric conversion efficiency K and thermal resistance Rte. For 
thermoelectric elements with constant properties 

Seebeck coefficient (V/K) 

Electrical conductivity (1/ohm-cm) 

Thermal conductivity (W/cm-K) 

element thickness (cm), 

the efficiency, defined as the ratio of useful electrical energy delivered 
to the external load to the energy consumed from the heat source, 
is 

a 

a 

kte 

1cj 

Thjz 4 \ Thjj, 
1 + 

(19) 

when external load resistance is matched to internal electrical resis
tance for maximum power delivery. Reference [4], equation (31), and 
equation (32) also give an expression for r\ under maximum efficiency 
operation. The quantity z is known as the thermoelectric material 
figure of merit, 

a'-a 

hte 
and typically has values less than 3.5 X 10 - 3 K~l. 
From our definition of if we see that 

K = 

1+- • ; l " 

(20) 

(21) 

Thjz 4 \ Thj)\ 

For a given heat exchanger, equation (21) may be used to compute 
the variation of K in the heat exchanger and to determine if using a 
mean value of K will introduce unacceptable errors. 

The heat drawn from the heat source per unit cross-sectional area 

P 5 

Counter 
Cross, Both Unmixed 
Cross, 1 Mixed 
Parallel-Counter, 1 Shell Pass 
Parallel 

Fig. 6 Modified heat-exchanger effectiveness for different heat-exchanger 
configurations 
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Fig. 7 Modified heat-exchanger effectiveness for capacity rate variation 

of thermoelectric element from reference [4] is 

aa 
-Th; - -

2 4 

The thermoelectric thermal resistance is then 

kte + ^Thi-^^zMTM^k 
tt, 

Rti 
tte 

• + — Thr 

o-a2Thj-Tcj 

(22) 

(23) 

Given the required Rte from equation (5), material properties, and 
average operating temperatures, the required thickness of the ther
moelectric material is determined. Equation (23) may also be used 
to determine a mean value of Rte in the heat exchanger and the 
magnitude of errors thus introduced. 

Modified Heat-Exchanger Effectiveness. Heat-exchanger 
effectiveness J can be redefined so that it too expresses an area utili
zation effectiveness, J'. This may be a more useful definition for 
heat-exchanger applications in which the heat exchanger has more 
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value than the energy being transferred, e.g., in waste heat recovery. 
If the actual heat transferred is made nondimensional with the heat 
that would be transferred if the entire heat exchanger area were op
erating at the maximum available temperature difference, equation 
(17) would be modified to 

w _ ChJThm — 7 \ o u t ) 

UA(Thm-TcmY ( ' 

The relation between the two effectivenesses is simple: 

? = £/Ntu. (25) 

Like the power generation effectiveness, £' tends to unity as Ntu ap
proaches zero and decreases for increasing Ntu. 

The result of this type of nondimensionalization is shown in Figs, 
6 and 7. Apparently, when heat exchanger effectiveness is based on 
area utilization, heat exchanger configuration does not strongly in
fluence effectiveness. The largest variation in effectiveness is 0.1, 
whereas, for the original definition of effectiveness, the largest dif
ference is 0.5 (see Pig. 2-25, [8]). 
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A General Extended Surface 
Analysis Method 
An earlier paper by the authors presented an algorithm for analyzing certain arrays of 
extended surf ace, in terms of the heat transfer properties and geometries of the individual 
fins comprising the array. This paper identifies the subclass of arrays susceptible to such 
analysis as trees, in the graph theoretic sense, and extends the technique by deriving gen
eral equations for efficiently analyzing a perfectly arbitrary configuration of fins. 

Introduction 
In an earlier paper [1], the authors presented a new scheme for 

evaluating certain arrays of extended surface. The present paper will 
demonstrate how some basic techniques from graph theory can be 
used to establish a perfectly general set of equations which efficiently 
solve the extended surface problem for an arbitrary configuration of 
fins. 

For expository convenience, it is best to begin by summarizing the 
results of [1]. 

For concreteness, consider the single pass cross flow heat exchanger 
core depicted in Fig. 1. It is assumed that the exchanger is operated 
under the idealized conditions listed in [1], usually attributed to 
Murray [3] and Gardner [4]. Roughly, this means that the heat flow 
in each fin is treated as one-dimensional and time-independent and 
that the source (hot fluid) and environment (coolant) remain at 
constant and uniform temperatures. In such a case, one can utilize 
symmetry to reduce the problem to the analysis of the heat flow in 
the repeating section shown in Fig. 2. Observe that symmetry dictates 
adiabaticity at the tips of fins 6 and 9. (Previous analyses of this triple 
stack have been based on other choices of the repeating section [5], 
but this one is best for illustrating the technique. In a general case, 
of course, there would be no symmetry and the entire array must be 
used). 

The heat transfer characteristics of any individual fin in the array 
can be expressed in one of two ways. First, identify one end of the fin 
as the base and the other as the tip. Denote the base and tip temper
ature excesses (i.e., fin temperature minus environmental tempera
ture) by 6b and Bt, and denote the base and tip heat flows by qt, and 
qt, respectively, in accordance with the sign conventions indicated 
in Fig. 3. Then 

i for each fin with finite (non-zero) tip width, i.e., a regular fin, 
there is a 2 X 2 thermal transmission matrix, Y, which relates tip 
conditions to base conditions via 

.Qtl 
= [r] 

Qb 196. 
(1) 

7 n 7i2 
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ii For each fin with zero tip width, i.e. a singular fin, there is a 
single thermal transmission ratio \x which governs the base conditions 
via the equation 

96 
: M (2) 

The r and /x parameters for most of the commonly manufactured 
fin shapes are given in [1] and [6]. 

These are situations in which a regular fin can be regarded as having 
a fixed, known value of qb/Bb, as, for instance, if the tip is adiabatic, 
or isolated and exposed to the environment. In such cases, the two 
equations displayed in (1) can be reduced to a single equation like (2) 
and the regular fin inherits a thermal transmission ratio and can be 
treated as singular (cf. [1]). 

With the individual fins thus characterized, [1] advocates analyzing 
an array of fins by establishing the q :B ratios at the tips of the extreme 
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fins (which are either adiabatic or exposed), and using (1) and (2) and 
continuity conditions to work back through each fin until the source, 
or "base surface," is reached. A glance at Fig. 2 exposes the inadequacy 
of this technique; the appearance of a loop in the fin configuration foils 
the method, as there is no unique path back to the source. 

Therefore, the algorithm described in [1] (and subsequently ex
tended in [2]) is restricted to arrays that contain no loops, i.e., trees, 
in the graph theoretical sense. Nonetheless, the techniques espoused 
therein can be useful in reducing more general arrays, as will be seen 
in subsequent sections of this paper. 

The Thermal Admittance Matrix 
For the convenience of the general analysis it's convenient to recast 

(1) into the form 

(3) 

where the elements of the thermal admittance matrix Y can be 
computed from the elements of the thermal transmission matrix T: 

yu = -711/712 yi2 = 1/712 

y2 i = - d e t [r]/7i2 ym = 722/712 

For singular fins, one can verify that the equations of the form (3) still 
hold with 

96 

.Qt 
= [Y] 

Bb 

Bt 
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y2i y22 

Bb 

fit. 

ix 0 

0 0 
(4) 

Thus, the distinction between regular and singular fins is unnecessary 
with the admittance matrix formulation. 

Elementary Connections 
Before turning to the fully general algorithm, it is worthwhile to 

discuss some preliminary reductions that can be performed on an 
array to simplify its analysis. In particular, it is possible to treat a pair 
of fins as one single fin if the pair is connected in one of three basic 
ways. The exposition of these "elementary connections" will help 
place the results of [1, 2] in perspective. 

In the cascade connection, the base of fin 2 is connected to the tip 
of fin 1 (Fig. 4). Continuity requires that 

b<2> = 0 (
(1);96 (2> = 9* (i) (5) 

The resulting composite thermal transmission matrix is then the 
product of the individual thermal transmission matrices: 

•0tm 

9< (2) 
= [r2] 

06 (2) 

96 ( 2 ) = [r2] 
8tm 

St™. 
[i^rd 

196 
(6) 

(Equivalently, one can express base conditions in terms of tip con
ditions, using the matrix T = F - 1 ; then the composite T equals T1T2. 
The advantage of V is that it arises directly as a solution of the heat 
flow equation and has been tabulated [1, 6]). 

In the parallel connection, the fins are connected at the base and 
at the tip (Fig. 5). The continuity conditions become f7] 

06(1> • U ( 2 ) E b;etm = 6tu) = et (V) 
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Because the heat flows add, the resulting composite thermal admit
tance matrix is the sum of the individual thermal admittance ma
trices: 

t(2V 
= [Yx + IY2] [Yi + n (8) 

qbW + qbx 

qtm + qtm\ 

In the cluster connection, the fins are joined at the base only, with 
both tips free of further connections (Fig. 6). As mentioned in the 
foregoing this implies that each fin, singular or not, can be charac
terized by an effective thermal transmission ratio. The continuity 
condition is 

06(1> = 0,,<2>=( (9) 

and inasmuch as the heat flows add at the base, the resulting com
posite thermal transmission ratio is the sum of the individual thermal 
transmission ratios: 

9 6 ( 1 ) W 2 ) Qb <i) Qb 

0bW 

(2) 

.(2) 
(10) 

When the fin configuration contains no loops, (6) and (10) can be 
employed iteratively to solve the array; this is the thesis of [1]. The 
occurrence of isolated loops can be handled using (8), but a configu
ration like Fig. 2 can only be reduced, not solved completely, by these 
elementary connections. A more powerful algorithm is necessary. 

The General Array Algorithm 
To analyze an arbitrary fin configuration (with or without the 

preprocessing discussed in the previous section) one first represents 
the array by a labeled, directed graph with its edges (branches) cor
responding to the individual fins and its nodes corresponding to the 
connection points. The orientation arrows point from base to tip on 
each individual fin. The graph of the repeating section in Fig. 2 is 
displayed in Fig. 7. 

Now consider the mathematical problem of solving for the heat 
flows and temperatures. For a rough count, disregard any singular fins. 
Each regular fin carries four unknowns; for e fins there are 4e un
knowns. The transmission matrices (1) account for 2e relations. At 
each node there is one heat-flow-balance equation and (1; — 1) tem
perature balance equations, if 1; fins adjoin the ith node. For n nodes 
the total number of equations is therefore 

2e + E (1 + 1; - 1) = 4e 
i = \ 

( ID 

(21; = 2e because every regular fin adjoins two nodes). 
The classical strategy [5] is to work from these 4e equations in 4e 

unknowns. Inasmuch as e = 7 in Fig. 7 (disregarding the effectively 
singular fins 6 and 9), the reader will appreciate the efficiency of the 
graph-theoretical algorithm to be described; it gives a direct formu
lation of this problem with five equations and five unknowns! To 
express the continuity equations systematically and efficiently, one 
uses an incidence matrix, fl, to describe the physical connections, that 
is, the topology of the configuration. Q is defined as follows: U has one 
row for each node and two columns for each edge of the graph. If the 

Fig. 1 Cross-flow heat exchanger (Courtesy, Airesearch Division of Garrett 
Corporation) 

Fig. 2 Repeating section of triple stack on one side of cross-flow heat ex
changer 

.Nomenclature. 
A = oriented incidence matrix 
a = elements of A 
e = number of edges 
J = combination of matrices {J = 

QSYgQ
T) 

1 = number of fins adjoining a node 
n = number of nodes 
Q = source heat flow, Btu/hr (watts) 
q = heat flow, Btu/hr (watts); can refer to a 

heat flow vector 
q = heat flow vector 
r = rank of matrix 

S - sign correcting matrix 
T = temperature, °F (°C) 
Y = thermal admittance matrix 
Yg = fin-graph admittance matrix 
y = elements of Y 
a = corner element of J - 1 

P = corner element of J - 1 

r = thermal transmission matrix 
y = elements of T 
5 = corner element of J - 1 

6 = corner element o f t / - 1 

d = temperature excess, °F (°C) 

fi = thermal transmission ratio, Btu/hr-°F 
(watts/0 C) 

T = inverse of r ( T = r - ! ) 
fl = fin incidence matrix 
01 = elements of 0 

Subscripts 

a = a particular value 
b = base conditions; also designates a par

ticular value 
1 = an index 
t = tip conditions 
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graph has e edges and n nodes, fi is n by 2e. The first column corre
sponding to a given edge indicates to which node the base of that edge 
is attached and the second column identifies the node attached to the 
tip. Formally, the elements of Q are iOi,2j-i = 1 if the; ' t h base adjoins 
the ith node; OJ,^; = 1 if the y th tip adjoins the ith node; and ojrs = 0 
otherwise. For example, for the fin graph in Fig. 7 fi is given by 

the n nodal temperature excesses 

nSYgQTd = Q (20) 

where S is a "sign correcting" matrix relating q and q via q = Sq: 

Edges 
5 9 

[Q] = Nodes 

10 
01 
00 
00 
00 
00 
00 
.00 

10 
00 
01 
00 
00 
00 
00 
00 

00 
01 
10 
00 
00 
00 
00 
00 

00 
10 
00 
01 
00 
00 
00 
00 

Now the continuity conditions for heat flow state that, at every 
node, the heat going out to each incident fin base must be balanced 
by the heat coming in from each incident fin tip, plus the heat input 
from the sources if there are any. Thus at the ith node 

2 qbV> - 2 qtW = Qi (13) 

where the first sum extends over the fins with base incident to node 
i and the second extends over those with tip incident to node i; Q; is 
the source input at the i t h node. 

One can read off from the +1 entries of the ith row of Q precisely 
which terms come into the sum (13). If the heat flows are arranged into 
a column vector as • 

Qt 
(2) 

• ,Qb W.-n,Wir 9twF (14) 

then the continuity conditions for heat flow can be expressed as 

fiq = Q (15) 

with Q = [ Q i , Q 2 > . . . , Q n F 
Continuity conditions for the temperatures simply state that all 

0's attached at a given node are equal. Forming the vector 

[0(,(1),0(
<1>,06<2>,0 t<

2>,...,0f,<<!We)F (16) 

one observes that the node to which a given base (tip) is attached can 
be found by looking for the +1 entry in the corresponding column of 
Q. Thus, if one constructs a column vector, 0, whose ith component 
is the common value of the temperature excesses at node i 

0 = [01, 02, . . ., 0 „ F (17) 

then the continuity conditions for the temperatures can be expressed 
as 

> = QT6 (18) 

Finally, one can mathematically assemble all of the thermal ad
mittance equations, one for each fin, into a single matrix equation: 

0 0 
0 0 
10 
0 1 
0 0 
0 0 
0 0 
0 0 

[S] = 

0 0 
0 0 
0 0 
10 
0 1 
0 0 
0 0 
0 0 

1 0 0 
0 - 1 0 
0 0 1 
0 0 0 

0 0 
0 0 
0 0 
10 
0 0 
0 1 
00 
00 

0 0 
0 0 
0 0 
10 
0 0 
0 0 
0 0 
0 1 

0 0" 
0 0 
0 0 
10 
0 0 
0 0 
0 1 
0 0. 

0 0 
0 0 
0 0 
0 0 

(12) 

-1-1 

(21) 

~ 9 6 ( 1 > 

<76(2> 

<7*(2> 

<76('» 

_ ? t ( " _ 

. 

y2¥ 
0 
0 

0 
_ 0 

yS 

0 
0 

0 
0 

0 
0 

yii> 
y2

2i> 

0 
0 

0 
0 

yll> 
yi» 

0 
0 

The awkward appearance of [S] in the node equations (20) could 
be eliminated by reversing the sign convention for qt (Fig. 3), but this 
would fly in the face of tradition (cf. [5]), as well as cause difficulty 
elsewhere (e.g., the cascade procedure [1]). 

The node equations can be constructed directly from the fin graph 
and are quite few in number: one for each node. Preprocessing by 
exploiting the elementary connections may reduce this number still 
further, and a special "trick" to be described in the next section allows 
one to discount nodes occurring at isolated fin tips, such as nodes 5 
and 7 in Fig. 7. As promised, a subsequent example will show that the 
repeating section leads to only five node equations. Thus, the algo
rithm expressed by (20) would appear to be the method of choice for 
the analysis of general finned arrays. 

Comments on the Node Equations 
1 If the tip of a particular fin has no other fins or sources con

nected to it, as fins 6 and 9 in Fig. 7, the corresponding node equations 
can be obviated by the following device. Observe that, inasmuch as 
the fin is effectively singular, its contribution to the fin-graph ad
mittance matrix Ye produces a row of zeroes because of (4). Thus, the 
equation is redundant and the associated node temperature excess 
does not appear in the system (20). 

Of course there is no loss of information because the performance 
of such a fin does not depend on its tip temperature, as demonstrated 

yfe> 
yfe' 

0 
0 
0 
0 

yfe? 
ySL 

0 6 ( 1 ) 

0 t <" 
06<2» 

0t<
2> 

06(C) 

_BtM_ 

1 = YS< (19) 

where Yg is the (tridiagonal) fin-graph admittance matrix and q is 
the column vector of heat flows. 

Then combining (15,18) and (19) results in the node equations for 

by (2). To take advantage of this, one can delete the fin from consid
eration, replacing it in the fin-graph by an equivalent negative heat 
source at its base node, injecting heat into the node at a rate (in ac
cordance with (2)) 

Qi = -/«0> (22) 
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This substitution introduces no new unknowns and preserves the 
linearity of the node equations. It can be used whenever a subgraph 
of the fin graph contains no loops. 

2 The similarity of the node equations (20) to the node equations 
for an electrical network is tempting but misleading. The temperature 
excesses 8 are not "across variables" like voltage; the operating 
characteristics of a fin depend on both 8b and 8t and not merely on 
their difference. Thus, for instance, one cannot treat any of the nodes 
as a datum. Moreover, the heat flows differ at the base and tip; q is 
not a "through variable". Consequently, there is no thermal analogy 
to the loop currents of circuit theory. A partial analogy with electrical 
two-part theory does exist and will be exploited in a future paper. 

3 The matrix fi contains precisely the same information as the 
customary n by e oriented incidence matrix A (cf. [8]): 

( +1 if the base of fin j adjoins node i 

—1 if the tip of fin j adjoins node i 

0 otherwise 

This leads one to suspect that the algorithm could be formulated in 
terms of A, but the present authors are doubtful on this point. Cer
tainly A can be linearly expressed in terms of Q, because the columns 
of the former are combinations of the columns of the latter; but fl 
cannot be obtained linearly from A, because the rank of fi exceeds the 
rank of [A] (r(Q) = n, r(A) = n - 1). 

E x a m p l e 
The technique will now be applied to the fin configuration in Fig. 

2, whose fin graph is depicted in Fig. 7. 
First of all observe that fins 6 and 9 form a cluster. Thus their ef

fective /x's can be added. Also fins 7 and 8 are connected in parallel 
(because they have the same base and tip temperatures). Thus their 
Y's can be added. These preliminary simplifications reduce the graph 
to Fig. 8, with fins 6 and 7 appropriately modified. The location of the 
heat sources is also shown (recall Fig. 2). 

As mentioned in remark 1 in the previous section, node 5 and fin 
6 can be replaced by an effective heat source feeding node 4 at the rate 
Qi = —fidBi. The incidence matrix for the fin graph then becomes 

Q = 

fin 
node 1 

1 
2 
3 
4 
6 

10 
0 1 
0 0 
0 0 

- 0 0 

2 
10 
0 0 
0 1 
0 0 
0 0 

3 
0 0 
0 1 
10 
0 0 
0 0 

4 
0 0 
10 
0 0 
0 1 
0 0 

?raph admittance matrix has the form 

"[Vi] 
[0] 
[0] 
[0] 
[0] 

_ [ 0 ] 

[0] 
IY2) 
[0] 
[0] 
[0] 
[0] 

[0] 
[0] 

[Y3] 
[0] 
[0] 
[0] 

[0] 
[0] 
[0] 

IY4] 
[0] 
[0] 

5 
00 
0 0 
10 
0 1 
0 0 

[0] 
[0] 
[0] 
[0] 

[Yd 
[0] 

7 
0 0 " 
0 0 
0 0 
10 
0 1 . 

[ 0 ] " 
[0] 
[0] 
[0] 
[0] 

IYTL 

[Yg 

Assembling the components of (20) and identifying the sources results 

[QSYgQ5 

rer 
82 
8, 
84 

LfleJ 

= 

\~ Qa ~\ 
0 
0 

- J U 6 # 4 

L Qb J 

(23) 

If T„ and T& are specified, then 8\ and 8e are known and (23) ex
presses five linear equations in the unknowns 82, 83, 84, Qa, and Qb-
If desired flow rates Q„ and Qb are specified, then (23) expresses linear 
equations for the 0;, from which Ta and Tb can be calculated. 

A single performance index for the array could be defined, by as
suming it is loaded symmetrically, so that 81 = 8e, and using (23) to 
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compute the ratio of total heat dissipated to base temperature excess 
(Qa + Qb)/8i- To carry this out, observe that if/t6 is added to the (4,4) 
entry of QSYgQ

T, and the result is called J, then (22) becomes 

\J] 

p l ~ l 
02 
03 
04 

L.06J 

= 

FQa~] 
0 
0 
0 

LyfcJ 

The configuration is shown in Fig. 9 with the oriented graph of the 
repeating section displayed as Fig. 10. Pertinent dimensions may be 
extracted from [1]. 

In accordance with (3), the thermal admittance matrices for each 
of the fins are calculated to be 

[Vi] = IY*] ' 

Observe further that if the "corner" elements of J - 1 are labeled a, 
/8, <5, and £, 

[J]'1 • 

L<5 

[Y2] = [Ya] 

The relevant matrices become 

[«] = 

~ 1 
0 
0 
0 

_ 0 

0 0 
1 1 
0 0 
0 0 
0 0 

2.54 

.2.34 

21.95 

21.91 

-2.34 

-2.54 

-21.91' 

-21.95 

then 0i = txQa + flQb, 06 = &Qa + tQb- And a little algebra shows that, 
when 0i = 06, (Qa + Qb)/0i = (a - (8 + e - S)/(ae - (35). 

Clearly, any other relevant parameters can similarly be extracted 
from the equations represented by (22). The elements of e/_1 can be 
identified as cofactors, but the fact that Yg is nondiagonal inhibits 
the development of convenient topological formulas (analogous to 
Kirchhoff's third and fourth laws). In any event, it is usually better 
numerically to solve equations than compute inverses. 

Example 
In [1] an unsymmetrically loaded 11.1 plain plate fin heat exchanger 

with splitter plates (a double stack or double sandwich) was analyzed 
with the aid of a mathematical artifice which appeared somewhat ad 
hoc. The solution will now be repeated using the general array algo
rithm; it is more straightforward (but admittedly longer). The units 
of Btu/hr and °F are employed for comparison with [1]. 

[Y*. 

'2.54 -2.34 
2.34 -2.54 

0 0 
0 0 
0 0 
0 0 

0 
L 0 

0 
0 

21.95 
21.91 

0 
0 
0 
0 

0 
0 

-21.91 
-21.95 

0 
0 
0 
0 

0 
0 
0 
0 

21.95 
21.91 

0 
0 

0 
0 
0 
0 

-21.91 
-21.95 

0 
0 

0 0" 
1 0 
0 1 
0 0 
0 0. 

0 ' 
0 
0 
0 
0 
0 

0 
0 
0 
0 
0 
0 

2.54 -2.34 
-2.34 -2 .54J 

For this particular application 10 Btu/hr were injected into the base 
of fin 1, and 8 Btu/hr into the tip of fin 4. Therefore 

0 ^0 

7 (7) 

© 
I 

Fig. 7 Graph of repeating section shown in Fig. 2. Numbers in parentheses 
indicate edges 
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Fig. 8 Fin graph of Fig. 7 with preliminary simplifications 
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Fig. 9 Double stack'arrangement of compact heat exchanger surfaces. The 
cross hatched area is a repeating section for analysis. 

Fig. 10 Oriented graph for repeating section in Fig. 9. Numerals in circles 
represent fins, numerals in boxes represent node points. 

[Q] 

"10" 
0 
8 
0 

l_0 . 

The foregoing matrices, along with [S], are multiplied in accordance 
with (20), resulting in 

2.54 
2.34 
0 
0 
0 

-2.34 
48.97 
-2.34 

-21.91 
-21.91 

0 
-2.34 

2.54 
0 
0 

0 
-21.91 

0 
21.95 
0 

0 "1 
21.95 
0 
0 

21.95J 

p i l 
02 

6s 
94 

lej 

= 

r ioi 
0 
8 
0 

L oj 
By Gauss elimination or other appropriate method the following re
sults are obtained: 

[B] = 

"20.15 
17.63 
19.36 
17.59 

. 1 7 . 5 9 J 

(°F) 

Here it is observed that ( 
with [1]. 

'1 = 2O.15°Fand03 = 19.36°F, in agreement 

Summary and Conclusion 
This paper has described a new technique for systematicaUy and 

efficiently analyzing a general array of extended surface. The algo
rithm is based on principles of graph theory, employing a novel kind 
of incidence matrix. 

The results of previous work [1, 2] have been placed in perspective; 
they are applicable (and recommended) when the array is a tree, and 
in more general configurations they furnish useful rules for prelimi
nary simplifications. The transmission matrices and ratios defined 
therein find their way into the general algorithm through the thermal 
admittance matrices (3). 

A rather spectacular—and quite realistic—example, plus the ex
perience gleaned from electrical network theory [8] lead to the con
clusion that the present technique is the method-of-choice for ana
lyzing a general array. 
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Prediction of Heat Transfer 
Coefficients in Gas Flow Normal to 
Finned and Smooth Tube Banks 
A new method is presented to predict heat transfer coefficients for gas flow normal to 
smooth and finned tube tanks with triangular pitch. A transformation from the actual 
tube bank to an equivalent equilateral triangular pitch infinite smooth tube bank (ETP-
I-STB) is made. A function of Ch(Ch = NsrNpR2/3NRe0.4) versus (Xt DO)A. ratio of 
transverse pitch to tube diameter for the ETP-I-STB, was developed. The Ch for the 
equivalent ETP-I-STP then applies to the actual tube bank. The method works with cir
cular finned tubes, smooth tubes, continuous finned tubes, and segmented finned tubes 
with any triangular pitch. Also, fair predictions were made for in-line tubes with high 
Reynolds numbers. 

Introduction 
Until recently, prediction of heat transfer and heat transfer coef

ficients in gas flow normal to tube banks has been done without the 
assistance of any general correlations. For instance, in the description 
of such heat transfer phenomena in Kays and London [1] and Praas 
and Ozisik [2] much data are presented for specific cases of heat 
transfer particularly over bare and finned tubes. The suggested pro
cedure is to find an experimental set of data for conditions similar to 
those being designed to predict the proper heat transfer coeffi
cients. 

Recently, Mirkovic [3] has presented a very fine set of data con
cerning heat transfer to gases flowing normal to finned tube banks. 
Also, the experiments were designed to generate an overall correlation 
that takes into account the transverse and longitudinal tube bank 
pitch in addition to the fin spacing and fin length for triangular pitch 
tube banks. The correlation is specific to triangular pitch finned 
tubing and is not applicable to smooth, flattened, continuous finned 
tube arrays. 

In an attempt to provide a general predictive method for heat 
transfer in gases in normal flow over tube banks with varying 
geometries and finning, the following transformation method was 
developed and is presented below. The procedure presented allows 
for the prediction of much of the heat transfer data presented in Kays 
and London, Fraas and Ozisik, and Mirkovic by a transformation 
method that appears to be useful for finned tubes, smooth tubes, 
flattened tubes in triangular pitch and, in some cases, for the same 
in-line configurations. 

General Development of the Transformation Method 
The method given below for the prediction of heat transfer coeffi

cients for smooth tube, finned tube, flattened tube, continuous-fin 
and segmented-fin tube banks in triangular pitch was somewhat 
suggested by the development in Kays and London [1]. In that de
velopment, they had observed that the general correlation given in 
equation (1) applied for gas flow normal to smooth tube banks with 
only a relatively small variation in the C/, coefficient. Unfortunately, 
Ch was a function of the longitudinal and transverse pitch of the tube 
bank, and, therefore, a general correlation was not presented. 

N S T N P R 2 ' 3 = CHNRE" 0 - 4 (1) 

In this new transformation method, the main task is to find an 
equilateral triangular pitch infinite smooth tube bank (ETP-I-STB) 
that has the same Dh/Do, hydraulic diameter divided by a charac-
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teristic diameter, as the tube bank being considered. The heat transfer 
coefficient for this ETP-I-STB is that desired for the real bank. For 
instance, to predict the heat transfer for a smooth tube bank with a 
1.5-2.0 transverse and longitudinal pitch (the numbers refer to the 
Xt divided by D0 and X i divided by Do for the tube bank), an 
equivalent ETP-I-STB should be found that has the same Dh/Do of 
the non-equilateral pitch smooth tube bank. (For the 1.5-2.0 bank, 
Dh/D0 equals 1.27. The (Xt/D0) for the equivalent bank is 1.68.) The 
hydraulic diameter utilized in this development is that of Kays and 
London [1] and is given in equation (2). 

Dh = 4rh 

iAcXi 

AHT 
(2) 

The minimum flow area, Ac, many times will be in the transverse 
direction to flow. However, for tube banks with a short Xi compared 
to Xt the minimum flow area may well be along the diagonal of the 
triangular pitched bank. 

Figure 1 shows a diagram of the triangular array with the flow 
normal to the tubes. In this case the fin tubes are shown. However, 
the same dimensions and configurations are utilized for the triangular 
pitch smooth tube arrays. By applying the formula for the hydraulic 
diameter in equation (2) to a triangular pitch smooth tube array, the 
ratio of the hydraulic diameter divided by the diameter of the tube 
is given in equation (3). 

Fig. 1 Triangular layout of the tube bank with normal gas flow 
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^ = 4 
Do 

X„ 

[D0 
--1 (3) 

Xm i n is utilized in equation (3) and is the smaller of the two num
bers of Xt and Xd- If the array is an equilateral triangular array, then 
the ratio of D/, diameter to Do is given in equation (4), and, of course, 
is only a function of (Xt/Do) A-

[DH 
= 4 0.866 

DO/A. 
(4) 

Thus, when an equivalent ETP-I-STB array is being sought, the 
hydraulic diameters given by equations (3) and (4) are equated. First, 
the hydraulic diameter for the array being designed is calculated by 
equation (3). It is then substituted into equation (4) for the hydraulic 
diameter of the ETP-I-STB. As a result, the new pitch-to-diameter 
ratio for the ETP-I-STB is calculated via equations (5) and (6). 

D0JA 

\D0I [4(0.866), 

+ 1 + (4A + l)i/z 

(5) 

(6) 

Then, if C/, for ETP-I-STB is known as a function of the ratio of 
(Xt/Do)&, then C/, is also known for the array being considered. 

To find the Ch function of (Xt/Do) A, the data of Kays and London 
[1] and Grimison [4] and the data of Pierson [5] from Fraas and Ozisik 
[2] were analyzed by the above procedure. The data were converted 
into the form of equation (1). The Ch for each configuration was thus 
calculated. The (X t /D0)A of the equivalent ETP-I-STB was deter
mined by equations (2-6) and the results were then plotted in Figs. 
2 and 3. 

The transformation does have the property of bringing all of the 
various configurations onto one curve. The two sets of data shown in 
Figs. 2 and 3 generated similar and almost identical Ch versus {Xtl 
Do) A curves with empirical curve fitting. The function of Ch versus 
(Xt/Do)A given in equation (7) resulted. 

Ch = 0.2818 
IX, 

Pol* 

0.08263 

• 0.1282 • 

1.20- — 
DO/A. 

—I -0.8924 
DO/A 

(7) 

Thus, the procedure for predicting Stanton numbers and heat transfer 
coefficients for triangular pitch smooth tube arrays other than equi
lateral configurations has been completed with the generation of the 
Ch function. By obtaining the hydraulic diameter, dividing it by the 
diameter of the tube, and finding then an equivalent ETP-I-STB with 
the same hydraulic diameter to diameter of tube ratio, a new char
acteristic dimension of this array is developed, (Xt/Do)&. By insertion 
of this dimension into the Ch function, equation (1), C/, is thus gen
erated for the desired array. 

The hydraulic diameter characteristic of the array being studied 
is, of course, incorporated in the Reynolds number. Also, the Stanton 
number includes a mass flow term, which is the gas flow rate through 
the minimum flow area whether diagonal or transverse. An interesting 
result of the above correlation and transformation is that if the hy
draulic diameter calculated on the transverse dimension is utilized 
in both the transformation calculation and in the Reynolds number, 
the Ch function, equation (7), produces the correct Ch for the par
ticular hydraulic radius being utilized. However, in all cases, even 
though the hydraulic diameter may not be calculated on the minimum 
flow area, the G mass flow rate is always calculated on the minimum 
flow area, whether diagonal or transverse. Data are presented in Figs. 
1 and 2 for the three possible cases of Dh being calculated on the 
minimum flow area or the frontal flow area or the diagonal flow area. 
Again, comparable results are produced in all three cases with the 
transformation being utilized. 

The main reason for the developing this transformation is the hope 
that it will be applicable to other configurations that involve finned 
tubing. 

Application of Transformation Method to Finned Tube 
Data 

The data for gas flow normal to a series of circular finned tube banks 
as presented in Kays and London [1] in Figs. 10-75 through 10-82 were 
analyzed with the above outlined transformation method. Also, in
cluded in the Kays and London set of graphs were a series of data 
taken by Jameson [6]. Initially, the characteristic diameter, Do. of the 
finned tubes was taken to be the tube diameter, Dt. The results, 
however, from the transformation with this particular characteristic 
diameter gave only partially satisfactory results. Then, by trial and 
error and empirical fitting, a better characteristic diameter, that was 
0.8 of the distance from the root of the fin to the tip of the fin, was 
discovered to give very satisfactory predictions of Ch- The results of 

.Nomenclature. 
A = dimensionless factor defined by equation 

(5) 
AHT — total heat transfer surface area, in

cluding fin surface and edges of fins, per 
unit length of tube 

Ac = minimum flow area for gas per unit 
length of tube (note: area can be transverse 
to flow or diagonal to flow; see Fig. 1) 

Ch = dimensionless coefficient defined in 
equation (1) 

Cp = specific heat of gas at constant pres
sure 

Dh = hydraulic diameter; defined in equation 
(2) 

Df = diameter of fins 
Dt = diameter of tube with fins 
Do = diameter of smooth circular tube 
Dx = transverse dimension of flattened 

tube 
Df = characteristic diameter defined by 

equation (10) 
Do.8 = characteristic diameter defined by 

equation (10) with F = 0.8 
det = hydraulic diameter used by Mir-

kovic' 

2AHT ^ Dt(l ~ ThFm) + Df(ThFm) 

h (Df-Dt)Fin + l 

Dv 

| h(Df2-Dfmn 

(Df-Dt)Fin + l' 
longitudinal dimension of flattened 

tube 
/ = fin efficiency as defined by Kays and 

London [1] 
ETP-I-STB = equilateral triangular pitch 

infinite smooth tube bank 
Fin = number of fins per unit length 
F = dimensionless factor in Dp equation, 

equation (10) 
= defined as a function of fin spacing, in 

equation (12) 
G = gas mass flow rate through minimum 

flow area, Ac 

Gf = geometrical factor in Kr , equation 

(11) 
= KT/(NmNPR-°-33) 

h = heat transfer coefficient 
h is utilized in q = liAnrefiTg - Ts) 
IK = projected perimeter of tube per unit 

length 
k = thermal conductivity of gas at bulk 

stream conditions 
KT = dimensionless parameter, used by 

Mirkovic' and defined by equation (11) 
NNU = Nusselt number = hDh/k 

NPR = Prandtl number = Cp/k 
]VRE = Reynolds number = GDh/n (note: for 

other publications cited, WRE and ]VNU 
defined with other diameters such as Do, 
det) 

NST = Stanton number = h/CpG 
q = rate of heat transfer to a unit length of 

tube 
n, = hydraulic radius = ACXJAHT 
SBF = spacing between fins 
Th — thickness of fin 
Tg = temperature of mixed gas stream flow

ing past tube surface 

Ts = temperature of outside tube surface, at 
base of fins if tubing finned 

/it = viscosity of gas at bulk stream condi
tions 

Xd - diagonal distance between tubes, center 
to center, in triangular array 

X\ = longitudinal distance between rows, 
centerline to centerline 

Xt = transverse distance between tubes, 
center to center, in a row 

X m j n = smaller of Xd and Xt 

(Xt/Do)A = dimensionless transverse dis
tance between tubes in equivalent ETP-
I-STB 
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the data analysis of the Kays and London and the Jameson data are 
presented in Fig. 4. 

The calculation of the hydraulic diameter is made via the equation 
(2). Equations (8) and (9), however, give the detailed calculation in 
reference to the tube diameter, fin diameter, longitudinal pitch, 
transverse pitch, and fin thickness. The characteristic diameter, Dos 

is calculated via equation (10b). 

Dh = irh 

Xmi„ = smaller of 

(8) 

(9) 

jAcXi 

AHT 

4[(Xm i n - Dt) - (Df - Dt)FinTh)Xl 

' *[Dt{l - ThFin) + D,(ThFm) + J (Df* - Dt ^ m ] 

Xt 

Xd 

DF = Dt + F(D, - Dt) (10a) 

Do.g = Dt + 0.8(1), - Dt) (106) 

The predictive method is similar to that outlined for the smooth 
tube calculations. First, the hydraulic diameter, Dh, is calculated and 
is then divided by £>o.8- The parameter "A" then is calculated from 
equation (5) with the new (Dh/Do.a) substituted for the smooth tube 
(Dh/D0). The ( X ( / D 0 ) A for the equivalent ETP-I-STB is determined 
from equation (6). The {Xt/Do)A is then entered into the equation (7) 
to predict the Cj, factor for the desired finned tube bank. 

The data from Kays and London [1] and Jameson [6] are plotted 
in Fig. 4. A more detailed comparison of these data with the predicted 
transformation is given in Table 1. The overall results of the 39 values 
and their prediction is an average of 0.5 percent error with a standard 
deviation of 12.5 percent. The prediction method appears to be quite 
satisfactory for estimating the C/, value for the data being studied. 
Most of the data have a ±5 percent and possibly greater experimental 
error. Therefore, the transformation estimates that are generally 
within ±10 percent of the experimental data appear to be surprisingly 
good. 

As indicated previously, Mirkovic' [3] published in 1974 a fine set 
of data for heat transfer across helical finned tubes. In addition, he 
presented an overall correlation for prediction of heat transfer coef
ficients with a consideration for the geometry of the bank and the 
structure of the finned tubing. The above transformation method was 
tested point by point with the experimental data as generated by 
Mirkovic' and published in the above reference [3]. The results are 
given in Fig. 5. The data as shown in Fig. 5 utilized the Do.s as the 
characteristic diameter, and the hydraulic diameter as previously 
outlined. The C/, predictive method estimated the values of Ch as 
compared with experimental values of C/, with an average error of 
+5.4 percent. The standard deviation was 8.5 percent. 

The data of Mirkovic' were taken on a tube bank which had eight 
rows in it. As indicated in Kays and London [1], the overall average 
transfer coefficient for an eight-row bank should be approximately 
92 percent of the heat coefficient for an infinite tube bank. Since the 
Kays and London data were extrapolated to an infinite tube bank, 
the data from Mirkovic' should have been approximately 8 percent 
low. As compared to the transformation method predictions, they 
were an average of 5.4 percent low. Therefore, the predictions and the 
Mirkovic' data agree quite well. 

KT = NKVN-PR-
Xt-Dt 

Dt 

xi-Dt 

Dt 

1 - FinTh 

lhFin(Df-Dt)\ 
= 0.224 NRE°-m (Note: det used in NRE and iVNU) (11) 

The Mirkovic' correlation, which is given in equation (11), was 
utilized to analyze the Mirkovic' data [3] and also the Kays and 
London [1] and Jameson [6] data. The overall results of the use of the 
equation on Mirkovic's own data gave very fine results as should be 
expected since these data produced the parameters and coefficients 
for the correlation. The overall result gave an average error of +0.3 
percent with a standard deviation of 3.6 percent. 

SJ 

z 
II 
u 

2.00-2.00 GRIM. 

1.50-2.00 GRIM. 

1.25-2.00 GRIM. 

2.00-2.00 GRIM. 

2.00-1.50 GRIM. 

2.00-1.50 GRIM. 

1.50-2.00 GRIM. 

O BASED ON 4rh USING MINIMUM FLOW AREA 
# BASED ON 4rh USING FRONTAL FLOW AREA-

NOT MINIMUM AREA 
D BASED ON 4r USING DIAGONAL FLOW AREA-

NOT MINIMUM AREA 
G MASS FLOW RATE ALWAYS BASED ON 

MINIMUM FLOW AREA 

1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 

(X,/D0) FOR EQUIVALENT TRIANGULAR SMOOTH TUBE ARRAY 

3.0 

Fig. 2 Transformation of smooth tube data from Kays and London [1] and 
Grimison [4] 
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0.7 

0.6 

0.5 

0.4 

z 
"JZ 0.3 
O 

0.2 

0.1 

1.0 

O BASED ON 4r USING MINIMUM FLOW AREA 
# BASED ON 4rh USING FRONTAL FLOWAREA-

NOT MINIMUM AREA 
• BASED ON 4r USING DIAGONAL FLOW 

AREA-NOT MINIMUM AREA 
G MASS FLOW RATE, ALWAYS BASED ON 

MINIMUM FLOW 

Ch=0.2818 (X,/D0)A-0.1282-1 0.08263 (1.20-(X,/D0)A)/(X t/D0)A-0.8924 ) 

— I 1 1 1 I I I I L 
1.2 1.4 1.6 2.0 2.6 2.8 3.0 

( V D 0^ F 0 R EQUIVALENT TRIANGULAR SMOOTH TUBE ARRAY 

Fig. 3 Transformation of smooth tube data from Pierson [5] in Fraas and 
Ozislk [2] 

0.28 

0.20 

0.10 

3 00 -2 .01 CF 8.8 JAMESON 

2.31 • 1.91 CF 8.72C K & L 
1.91 -209-CF 8 7 JAMESON 
2.56-2.11 C F 8 7 3 K & L 

\l° 
lo 

1.91 - 2 . 0 2 C F 8 3 1 

JAMESON 

3.52 - 2.26 CF 9:05 

2.56 - 2.26 CF 9.05 JAMESON 

2 5 6 - 2 . 1 0 C F 7 . 3 4 K & L 

, 2.86 - 2.09 
CF 8.7 JAMESON 

2.56 - 1.78 CF 9.05 JAMESON 

• £ 0 1 - 2.26 CF 9.05 JAMESON 
3 5 2 1 0 3 C F 9 0 5 JAMESON 

I (X t /D 0 ). - 0.8924 

D„ FOR FIN TUBES = 0 + 0 . 8 (D, - D.) 

_L 
1.0 1.1 1.2 1.3 

(X,/D„ ). FOR EQUIVALENT TRIANGULAR SMOOTH TUBE ARRAY 

Fig. 4 Transformation of circular fin tube data from Kays and London [1] and 
Jameson [6] 
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0.2 

RUN 10 

1.97-1.57 CF 3.0 
D „ = 1 5 0 

RUN 11 
1.97-1.57 CF 4.0 
D . . . - 1 .B0 

RUN 13 
1 5 7 - 1.57 CF 4.0 -
D „ . - 1.50 

1.1 1.2 1.3 

(X,/D0 ). FOR EQUIVALENT TRIANGULAR SMOOTH TUBE ARRAY 

Fig. 5 Transformation of helical fin tube data from Mirkovic' [3] 

1.4 

The Mirkovic' correlation was also utilized to analyze the data of 
Kays, London and Jameson. The results are summarized in Table 1. 
Overall, the Mirkovic' prediction was quite good except for one run 
of the Jameson data. 

The overall result not including this one Jameson run in Fig. 10-
81-D [1] was an underprediction: a —5.6 percent average error for 36 
data points with a standard deviation of 12.1 percent. 

The comparison of the Mirkovic' correlation with the Jameson run 
indicated, however, a flaw in the formulation. The geometrical factor 
includes a term that subtracts the diameter of the tube from the 
longitudinal pitch. In a triangular pitch bank, where the transverse 
pitch is large and the longitudinal pitch small, the longitudinal pitch 
can approach and sometimes be smaller than the diameter of the tube. 
In the run from Fig. 10-81-D of Jameson as taken from Kays and 
London [1], the ratio of the longitudinal pitch to the diameter is 1.03. 
In this case, the geometrical term utilized in the Mirkovic' correlation 
gave a very unsatisfactory and unrealistic prediction. As a result, the 
Mirkovic' correlation predicted heat transfer coefficients that were 
between 80 and 90 percent too large. 

A more detailed analysis of the experimental C/, from Mirkovic [3], 
versus the predicted C/, from the transformation is presented in Figs. 
6 and 7. Each run of the Mirkovic' data is presented with Ch displayed 
as a function of the Reynolds number as based on the hydraulic di
ameter. If the transformation method were perfect, the C/, would be 
a constant value and would not be a function of the Reynolds number. 
In many cases the results give a fairly constant value of Ch. However, 
for the tube banks with very wide separation such as Run 5, where the 
diameter Xt/Dt and X\IDt were 4.3 and 3.1, the constant value of Ch 
was not achieved until a Reynolds number of approximately 10,000 
was reached. Thus, some droop was indicated at the beginning of the 
Ch curves for the runs with the wide spacing between the tubes. Such 
early droop in the Ch value was evidenced in Runs 1,3,4, and 5. The 
slight early decrease in Ch would indicate a possible nonuniformity 
in the turbulent field surrounding the tubes. However, as the velocity 
was increased, the uniformity reached a consistancy such that C/, 
remained constant. The data indicate that the 0.4 coefficient on the 
Reynolds number gives nearly constant values of Ch at higher 

Reynolds number. 
Mirkovic' did study the effect of varying the number of fins per unit 

length on the tube and the effect of this variation on the heat transfer 
coefficient. As indicated in Figs. 6 and 7, the transformation method 
handles quite well a variety of fin dimensions and fin spacing. How
ever, Runs 10,11, and 13, which have wider fin spacing, give Ch values 
that are a few percent above the predicted curve, while most of the 
other data were a few percent below the curve as would be expected 
with the smaller number of rows in the tube bank. The wider the 
spacing between the fins, the more freely the gas can circulate between 
the fins. Therefore, the characteristic diameter would be expected 
to decrease as the spacing between the fins increases. This trend was 
indicated very well in Run 10 where the spacing between the fins was 
approximately 7 mm. In most of the data from Kays and London, [1] 
and Jameson, [6] and Mirkovic' [3], the spacing was approximately 
3 mm between fins. 

Therefore, a minor modification of the transformation method was 
indicated by the Mirkovic' data. The characteristic diameter should 
be decreased somewhat as the spacing increases between the fins. 
With very wide spacing, of course, the characteristic diameter should 
approach the tube diameter of the finned tubing. An estimate for this 
changing percentage of the fins to be included in the characteristic 
diameter is presented as equation (12). This equation has the char
acteristic of giving a 0.8 factor for a spacing between fins of 3 mm. The 
factor goes to 1 as the spacing drops to 0 and approaches a 0 factor as 
the spacing goes to 9 mm. 

The equation cannot be used with a space between fins greater than 
9 mm. For Run 10 of the Mirkovic' data with S ^ m m ) equal to 7.2 
mm, F equals 0.33 from equation (12), and the characteristic diameter 
is 59 mm as compared to 71.1 mm with F equal to 0.8. With this 
change, the prediction now is 1.4 percent high where it was 7 percent 
low. The modification is minor as indicated but seems to move the 
data in the correct direction for fins with wider spacing. 

F = 1.35 - 0.183 SBF(mm) -
3.0 -SfiFfmrn) 

SBF( mm) 
(12) 
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Prediction of Heat Transfer for Segmented Fins 
In 1978 Weierman, et'al. [7] presented a paper describing heat 

transfer for in-line and staggered tube tanks with long segmented fins. 
The transformation method was tested on the staggered tube bank 
data. The results of these data are summarized in Table 2. With the 
use of the Do.s as the characteristic diameter, the estimate of the Ch 
transformation was approximately 20 percent low. If the diameter of 
the tube was used as a characteristic diameter, the estimate became 
16 to 17 percent high. By trial and error, the best characteristic di
ameter for these segmented fins was shown to be the diameter at the 
root of the segmented cuts. With the use of the root diameter as the 
characteristic diameter, the estimate was approximately 2 percent 
high. 

The use of the smaller characteristic diameter for this particular 
tube with segmented fins makes sense in that the segmented cuts in 
the fin tubing allows intercommunication of the gas flow streams from 
one fin space to another. Therefore, the characteristic diameter would 
then become smaller since the gas between the fins has more mobility. 
The use of the Mirkovic' correlation [3] gave an estimate that is be
tween 23 and 32 percent too low. Thus, with the proper selection of 

a characteristic diameter, the transformation method gives a very fine 
estimate of the heat transfer performance of these segmental finned 
tubes. However, as indicated, the change of the characteristic diameter 
from Dt all the way to Df gave an error range of —20 to +16 percent. 
Any one of these numbers would be quite satisfactory for an initial 
estimate of the heat transfer performance. However, with the use of 
the root diameter, the heat transfer coefficient is estimated quite 
accurately with the transformation method. 

Use of Transformation Method with Continuous Fin 
and Finned Tubing with Flattened Tubes 

The transformation method seems to satisfactorily predict the heat 
transfer coefficients for staggered banks of smooth and finned tubes. 
The method was, therefore, tested to determine whether or not it 
could predict heat transfer coefficients for continuous fin circular 
tubing and for flattened fin tubing with continuous fins. Of course, 
with these configurations a new choice for the characteristic diameter 
must be made since the fins are continuous and the Do.s formulation 
has no meaning. The data from Kays and London, and Trane pre
sented in the Kays and London [1] were analyzed using the trans-

Table 1 Comparison of Ch transformation method and Mirkovic' correlation in predicting heat transfer 
coefficients for experimental circular fin tube data from Kays and London [1] and Jameson [6] 

Data from Graphs 
N R E 

Based 
on D h N S T N P R 2 / 3 

Ch Estimate 
Ch(est) 

Cb(exp) Est. from 
Calculated (Xt/D0)A 

from data Function 

% Error 
Ch(exp)/ 
Ch(est) 

NRE Based 
Ondet 

Geom. 
Factor, Gf 

K T Estimate-
N S T N P R 2 / 3 = 

0.224 N R E - a 3 4 

Gf 

-Mirkovic 

% Error 
est./Exp. 

600 
2000 

10000 

500 
1500 
6000 

500 
2000 
8000 

1500 
3000 
8000 

1500 
3000 
8000 

2000 
5000 

10000 

1500 
3000 
6000 

2000 
4000 
8000 

2000 
5000 

10000 

1500 
3000 
6000 

1500 
3000 
6000 

1500 
3000 
8000 

2000 
4000 

10000 

0.01506 
0.00860 
0.00388 

0.0180 
0.0108 
0.00645 

0.01915 
0.01035 
0.00638 

0.0120 
0.0094 
0.0067 

0.0112 
0.00855 
0.00605 

0.0134 
0.0094 
0.00715 

0.0082 
0.0061 
0.0049 

0.0081 
0.0065 
0.00515 

0.0095 
0.0071 
0.0058 

0.0074 
0.0060 
0.0047 

0.0082 
0.00655 
0.00525 

0.0093 
0.00715 
0.0050 

0.0115 
0.0088 
0.00615 

0.195 
0.180 
0.155 

0.216 
0.201 
0.209 

0.230 
0.217 
0.232 

0.223 
0.231 
0.244 

0.209 
0.210 
0.220 

0.280 
0.284 
0.285 

0.153 
0.150 
0.159 

0.169 
0.179 
0.186 

0.199 
0.214 
0.231 

0.138 
0.148 
0.153 

0.153 
0.161 
0.170 

0.173 
0.176 
0.182 

0.241 
0.243 
0.245 

0.196 

0.180 

0.195 

0.207 

0.189 

0.263 

0.161 

0.202 

0.251 

0.156 

0.181 

0.157 

0.232 

+ 0.8 
+ 9.1 
+26.9 

-16.9 
-10.7 
-14.1 

-15.1 
- 9.8 
-15.9 

- 7.4 
-10.5 
-15.2 

- 9.6 
-10.2 
-14.3 

- 6.3 
- 8.4 
- 7.8 

+ 5.0 
+ 7.1 
+ 1.1 

+19.6 
+12.9 
+ 8.7 

+26.3 
+17.3 
+ 8.8 

+13.0 
+ 5.4 
+ 2.0 

+18.0 
+12.1 
+ 6.2 

- 9.5 
-11.1 
-14.0 

- 3.7 
- 4.4 
- 5.2 ' 

1980 
6600 

33000 

2000 
6000 

24010 

1750 
7000 

28000 

4770 
9540 

25440 

5880 
11770 
31380 

3680 
9210 

18410 

8020 
16040 
32080 

6700 
13410 
26810 

4050 
10130 
20270 

8500 
16990 
33980 

6380 
12800 
25500 

8710 
17420 
46450 

5050 
10120 
25240 

1.193 

1.255 

1.180 

1.184 

1.126 

1.169 

1.414 

1.354 

1.291 

0.750 

1.259 

1.385 

1.280 

0.01421 
0.00944 
0.00546 

0.01346 
0.00927 
0.00579 

0.01499 
0.00935 
0.00584 

0.01063 
0.00839 
0.00601 

0.00933 
0.00769 
0.00528 

0.01175 
0.00861 
0.00680 

0.00745 
0.00589 
0.00465 

0.00827 
0.00653 
0.00516 

0.01030 
0.00754 
0.00596 

0.01379 
0.01090 
0.00861 

0.00905 
0.00715 
0.00565 

0.00740 
0.00585 
0.00419 

0.00964 
0.00761 
0.00558 

- 5.7 
+ 9.7 
+40.7 

-22.1 
-14.2 
-10.3 

-18.3 
- 9.6 
- 8.5 

-11.5 
-10.7 
-10.3 

-16.3 
-10.1 
-12.7 

-12.3 
- 8.5 
- 4.9 

- 9.1 
- 4.4 
- 5.1 

+ 2.1 
+ 0.5 
+ 0.2 

+ 8.4 
+ 6.2 
+ 2.7 

+86.4 
+81.6 
+85.1 

+10.3 
+ 9.1 
+ 7.6 

-20.5 
-18.3 
-16.3 

-16.2 
-13.5 
- 9.2 

Fig. 10-75 
CF-754 
K & L 

Fig. 10-76 
CF-8.72 
K & L 

Fig. 10-77 
CF-8.72 (C) 
K & L 

Fig. 10-79 
Jameson 
CF-7.0 

Fig. 10-80 A 
Jameson 
CF-8.7 

Fig. 10-80 B 
Jameson 
CF8.7 

Fig. 10-81A 
Jameson 
CF 9.05 

Fig. 10-81 B 
Jameson 
CF 9.05 

Fig. 10-81 C 
Jameson 
CF 9.05 

Fig. 10-81 D 
Jameson 
CF-9.05 

Fig. 10-81 E 
Jameson 
CF-9.05 

Fig. 10-82 A 
Jameson 
CF-8.81 

Fig. 10-82 B 
Jameson 
CF-8.81 
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Fig. 6 Helical fin tube data from Mirkovic' [3] comparison of Ch experimental 
with Ch estimated from transformation versus Reynolds number 
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Table 2 Prediction of heat transfer coefficients for segmented fin tube data of Wierman, [7] using Cj, 
Transformation method and Mirkovic' correlation [3] 

NRe Based 
o n D t N S T N P R M 

Estimate with Transformation Method with Various Characteristic Diameters 

% Error % Error 
NRe Based Ch est. Est. Ch (est) Est. 

on Dh Ch exp. Based on Do.s Exp Based on D t Exp. 

Ch (Est) 
Based on 

Root of Slot 

% Error 
Est. 
Exp. 

4000 0.0111 652 
7000 0.0089 1142 

18000 0.0059 2952 
36000 0.00485 5871 

0.148 
0.149 
0.144 
0.156 

0.119 -19.6 
-20.1 
-17.4 
-23.7 

0.167 

Estimate with Mirkovic Correlation Gf = 1.654 

NRe Based 
on det 

4934 
8630 

22330 
44400 

N S T N P R 2 / 3 = 
0.224 N R E - ° - 3 4 

Gf 
0.00751 
0.00621 
0.00449 
0.00356 

% Error 
-32.4 
-30.3 
-23.9 
-26.7 

+12.8 
+ 12.0 
+16.0 
+ 7.0 

0.152 +2.7 
+2.0 
+5.5 
-2.6 

Table 3 Estimation of in-line tube bank heat transfer with Cj, transformation method—smooth and flattened 
data from Kays and London [1] and Grimison [4] 

Table No. 
In [ l ] 

Fig. 10-12 
K & L 

Fig. 10-13 
K & L 

Fig. 10-14 
K & L 

Fig. 10-15A 
Grimison 

Fig. 10-15B 
Grimison 

Fig. 10-15C 
Grimison 

Fig. 10-15D 
Grimison 

Fig. 10-16A 
Grimison 

Fig. 10-16B 
Grimison 

Xt/Do 

1.50 

1.50 

1.25 

1.25 

.1.25 

1.50 

1.50 

2.00 

2.00 

X,/D0 

1.25 

1.25 

1.25 

1.50 

2.00 

1.50 

2.00 

1.25 

1.50 

Dh/D0 

0.796 

0.796 

0.398 

0.477 

0.637 

0.955 

1.273 

1.591 

1.910 

Based on Dh 
N R E 

10000 
4200 

10000 
4500 

8200 
2100 

20000 
4000 

26000 
5100 

39000 
7000 

50000 
9100 

60000 
10000 

70000 
10000 

N S T N P R 2 / 3 

(Exp) 

0.0073 
0.010 

0.0071 
0.0100 

0.0059 
0.0100 

0.0050 
0.0100 

0.0050 
0.0100 

0.0050 
0.0100 

0.0050 
0.0100 

0.0050 
0.0083 

0.0050 
0.0090 

Ch (exp.) 

0.291 
0.281 

0.283 
0.289 

0.217 
0.213 

0.263 
0.276 

0.292 
0.304 

0.343 
0.345 

0.379 
0.383 

0.408 
0.330 

0.433 
0.358 

Ch (est.) 
Eq. (7) 

0.330 

0.330 

0.250 

0.270 

0.303 

0.355 

0.397 

0.434 

0.467 

% Error 

+14 
+17 

+17 
+14 

+14 
+17 

+ 3 
- 2 

+ 4 
- 1 

+ 3 
+ 3 

+ 5 
+ 4 

+ 6 
+31 

+ 8 
+30 

Fig. 10-16C 
Grimison 

2.00 2.00 2.547 

Flattened In-Line Tubes 

100000 
10000 

0.0051 
0.0125 

0.510 
0.498 

0.525 + 3 
+ 6 

Figure No. 

Fig. 10-17 
K & L 

Fig. 10-18 
K & L 

Dx/Dy 

0.403 

0.403 

Xt/Dy 

0.705 

Xj/Dy 

1.092 

Dh /Dy 

0.545 

0.597 

N R E 
(Based on Dh) 

10000 
6000 
4000 

10000 
5000 

N S T N P R 2 ' 3 

(Exp) 

0.0055 
0.0060 
0.0049 

0.0058 
0.0060 

NRE0-4 

39.81 
32.45 
27.59 

39.81 
30.17 

Ch (exp) 

0.219 
0.195 
0.135 

0.231 
0.199 

Ch (est) 

0.284 

0.295 

% Error 

+ 3 
+ 46 
+110 

+ 27 
+ 48 

formation method. The characteristic diameters chosen are as fol
lows: 

1 For the continuous finned circular tubing, the Df equivalent 
was chosen to be the minimum of Xt or Xi . The characteristic 
diameter was then chosen to be Do.s and was calculated using 
this definition of Df. 

2 For the finned flattened tubing, the Df equivalent was chosen 
to be the diameter expressed in equation (13). This equivalent 
fin diameter is the dimension of the tube in the longitudinal 
direction plus the length of the fins between adjacent tubes in 
the transverse direction. The equivalent diameter then for the 

finned flattened tubing was taken to be that as expressed in 
equation (14). Equation (14) is similar to the normal D0.s 
equation with longitudinal diameter of the flattened fin tubing 
being the diameter of the tubes. 

Df = Dy + (Xt -Dx) 

D0.s = Dy + 0.8 (Df - Dy) 

(13) 

(14) 

With the choice of the above equivalent fin diameters and the 
characteristic diameters for the continuous finned circular tubing and 
the continuous finned flattened tubing, the transformation then 
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produced the results as shown in Fig. 8. The results again were very 
satisfactory with the Ch grouping around the predictive curve in a ±15 
percent band. 

Use of Transformation of In-Line Smooth Tube Banks 
As indicated by Weierman, et al. [7], the heat transfer coefficients 

for in-line tube banks may be substantially less than those for com
parable staggered tube banks. The reason for the lower heat transfer 
is the nonhomogeneity of the turbulent field and the very wide vari
ation of gas temperatures around the in-line tubes. Gas streaming can 
occur between the tubes with a subsequent smaller amount of heat 
transfer occurring. However, at high and very high Reynolds numbers 
where the turbulent field becomes more homogeneous, the transfor
mation method as described here does give reasonable estimates of 
the heat transfer coefficients. The data of Kays and London, and 
Grimison as presented in Kays and London Figs. 10-12 through 10-16 
[1] were analyzed with the transformation method to determine its 
applicability. The results of the prediction are given in Table 3. In 
general, for Reynolds numbers above 10,000, the prediction appears 
to be quite adequate for the in-line banks studied. The transformation 
method does tend to predict between 10 to 20 percent too high in 
many instances for in-line bank data. However, as a first guess at heat 
transfer coefficients for in-line tube banks, the transformation can 
be utilized. 

For lower Reynolds numbers and banks with very wide spacing, the 
method may well predict C/,'s that are substantially too high. The 
method was used on the flattened in-line tubes as shown in Figs. 10-17 
and 10-18 in Kays and London [1]. The results were definitely un
satisfactory. In this case, the Ch estimates were approximately 30 
percent high with Reynolds numbers at approximately 10,000. Again, 
for Reynolds numbers near 100,000 the estimate possibly would be 
quite satisfactory. 

One set of in-line data from Weierman [7] were estimated by the 
transformation. For the segmental finned tubes with wide spacing, 
the error was very great and no satisfactory application of the trans
formation method could be made for this set of data. The error was 

approximately 130 percent too high. 

Summary and Conclusion 
A new transformation method is presented for the prediction of 

heat transfer coefficients for gas flowing normal to staggered tube 
banks. The method seeks out an equivalent equilateral triangular 
pitched infinite smooth tube bank (ETP-I-STB) with the same ratio 
of hydraulic diameter to characteristic diameter. The Ch factor from 
the ETP-I-STB is utilized as the C/, value for the bank being studied. 
(Ch is defined in equation (1).) 

The method appears to have broad applicability. For the data an
alyzed it satisfactorily predicted heat transfer coefficients for trian
gular pitched smooth tube banks, for circular finned tube banks with 
triangular pitch, and for continuous finned tube banks for both cir
cular and flattened tubes. In addition, one set of segmented fin tube 
data was satisfactorily simulated. The estimates were in general within 
±15 percent of the experimental data. For systems with high Reynolds 
numbers, well above 10,000, the transformation method predicted 
quite satisfactorily the heat transfer coefficients for in-line smooth 
tube and finned tube banks. Thus, with use of the transformation 
method, a general procedure can be inserted into simulation programs 
for the study'of a variety of smooth tube and finned tubes with a va
riety of geometric pitches to determine comparative heat transfer 
behavior. 
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Modeling of a Rotary Dry Cooling 
Tower 
A novel design of a rotary heat exchanger to be used as a dry cooling tower is described. 
The heat exchanger consists of a matrix of thin steel disks which rotate between a hot 
water bath and a forced draft air stream. On top of the water floats a 2 cm thick layer of 
oil which coats the rotating disks and thus eliminates evaporation. An analytical model 
of the heat exchanger was developed and validated with experimental measurements 
taken on a 1.5 m dia test section. The model was then used to determine the net effect of 
the oil on the heat transfer performance. Although the oil film that coats the disks pre
sents an additional resistance to the transfer of heat, it also contributes to the heat capac
ity of the disks. It was found that the reduction in the overall heat transfer rate due to the 
presence of the oil is small, of the order of 5 to 10 percent. 

In troduct ion 
The Rotary Dry Cooling Tower (RDCT) analyzed in this paper is 

proposed as an alternative to the conventional finned-tube dry cooling 
tower. The RDCT would normally operate as a dry tower, but it would 
be possible to increase its heat rejection capacity during peak load 
periods by transferring some of the heat through evaporation. 

A conceptual design of the RDCT is shown in Fig. 1. It consists of 
a matrix of thin annular metal disks mounted on a rotating shaft. The 
lower section of the disks is immersed in a water trough through which 
the condenser cooling water circulates in a closed loop. Ambient air 
is blown across the upper portions of the disks. Any given section of 
a disk absorbs heat as it rotates through the water bath and is later 
cooled by the air stream in a periodic fashion. 

The RDCT can be operated in either a dry or a wet/dry mode. In 
the first case a layer of oil approximately 2 cm thick is floated on the 
water surface. As they rotate, the disks take on a thin oil film that, in 
turn, effectively suppresses evaporation. To operate the RDCT in a 
wet/dry mode the oil layer is drained off; water beads then adhere to 
the rotating disks and some evaporation takes place. In this mode of 
operation, the heat rejection capacity of the RDCT can be increased 
by as much as 50 to 100 percent [1]. 

The RDCT has significant potential for use in regions with scarce 
water supply. Its real impact will depend on the relative cost of the 
RDCT as compared with alternative technologies, such as conven
tional finned-tube dry cooling towers and Phase Change Ammonia 
Loop cooling towers. Preliminary cost studies [2] indicate that the 
RDCT, operating strictly as a dry tower, is cost competitive with the 
conventional finned-tube cooling tower. The ability of the RDCT to 
increase its heat rejection capacity during peak demand periods by 
operating in a wet/dry mode makes the comparison even more fa
vorable. 

In this paper a simplified analytical model of the RDCT is de
scribed. The model is then used for a parametric study of the RDCT 
performance and for the evaluation of the decrease in performance 
that results from the oil film coating the disks. The model predictions 
are also compared with experimental results. 

A n a l y t i c a l M o d e l 
In principle the RDCT is similar to other periodic heat exchangers, 

such as those used to transfer heat between inlet and exhaust air 
streams. There are, however, some important differences between the 
RDCT and other periodic heat exchangers; specifically: the RDCT 
transfers heat between a gas stream and a liquid stream rather than 
between two gas streams; the flow direction of the water and air 
streams in the RDCT is perpendicular to the axis of rotation, rather 
than aligned with it; and there is in the RDCT a low conductivity oil 
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film between the fluid streams and the rotating metal disks. Because 
of these differences the existing regenerative exchanger analysis, such 
as those given in references [3] and [4], are not applicable to the 
RDCT. 

The flow conditions in an RDCT vary with position on the surface 
of the rotor. Not only is the rotor exposed to different fluids in dif
ferent regions, but also within each region the fluid temperature and 
velocity relative to the disk change with position. A rigorous analysis 
of the RDCT would therefore require the subdivision of the rotor 
surface into infinitesimally small regions. The overall heat transfer 
rate would then be obtained by integrating the local rate over the 
entire surface. The inherent uncertainty in the prediction of the local 
flow conditions and film coefficients, however, does not warrant such 
rigorous treatment. A good approximation of the RDCT performance 
can be obtained by considering only a few regions which have more 
or less uniform flow characteristics, and using average values for the 
film coefficients in each region. 

Experimental measurements [1] indicate that the water tempera
ture is fairly uniform throughout the trough owing to the mixing in
duced by the rotating disks. There is, however, a small region of higher 
temperature in the vicinity of the inlet port. The water side was 
therefore modeled as two well-mixed heat exchangers in series. 

Because of their annular configuration, most of the air flow across 
the disks is in a radial direction; that is, in crossflow with the rotor. 
Near the top of the rotor the disks and the air are in counterflow, but 
this region is too small to justify separate analysis. Since the disks are 
thin (~0.3mm) conduction in the rotor can be neglected. There are, 
moreover, no barriers to prevent the cross-mixing of the air stream. 
The air side was therefore modeled as two cross-flow heat exchangers 
in series with the air stream well mixed. 

The subdivision of the RDCT into four heat exchangers intercon
nected by the rotor is shown in Fig. 2. The additional coupling between 
the two water-side heat exchangers was introduced in order to model 
the circulating water flow pattern set up by the rotation of the 
disks. 

In modeling the RDCT three steps were involved: first, an effective 
heat transfer coefficient at the rotor surface was derived in order to 
account for the temperature gradient across the oil film; then, the flow 
in each region was modeled to obtain average film coefficients; and 
finally, the standard cross-flow and counter-flow effectiveness rela
tions, which describe the performance of the individual heat ex
changers, were combined to obtain an analytical expression for the 
overall effectiveness of the RDCT. 

Effective Heat Transfer Coefficient. The oil film coating the 
metal disks plays an important role in the heat transfer process. Owing 
to its low thermal conductance, the oil film presents an additional 
resistance to the transfer of heat between the fluid streams and the 
metal disk. The oil, however, also contributes to the heat capacity of 
the rotor. The relative magnitude of these effects is a strong function 
of the oil film thickness. 
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Fig. 1 Conceptual design of the Rotary Dry Cooling Tower 
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Fig. 2 Heat exchanger subsystems for the RDCT model 

The oil film thickness distribution on the surface of the disk was 
determined theoretically and then verified experimentally. The av
erage oil film thickness on the air side is given by [5]: 

do.-
QRv0 1/2 (1 - v)m (1 - >))3/2 

(1) 
2 3 / 2 ( l + i}) 26 /2 (1 + ij). 

where r\ is the ratio of the inner to the outer radius of the rotor. For 
the typical operating conditions of the RDCT (see Appendix) the 
average oil film thickness is about 0.15 mm. Since the oil coats the 
disks on both sides, the total thickness of the oil film is roughly equal 
to the thickness of the metal. When the oil layer covers the entire 
surface of the trough, the oil film on the water side is two to three times 
thicker than the film on the air side. It was found, however, that the 
oil on the trough surface is driven towards the side where the disks 
rotate out of the water, as shown in Fig. 1. Under this operating con
dition, the disks cannot pick up additional oil as they enter the water, 

and consequently, the average oil film thickness on the water side is 
equal to that on the air side. That is the norma) mode of operation of 
the RDCT. 

The heat transfer process in the rotor is analogous to the problem 
of transient heat conduction in a composite wall subject to convective 
boundary conditions. Three heat transfer mechanisms are involved: 
(1) forced convection between the fluid and the oil surface; (2) con
duction through the oil film; and (3) conduction within the metal disk. 
The relative importance of these mechanisms depends on the mag
nitude of the conductances associated with them. Some typical values 
for these conductances are: 

Air-side film coefficient hfa ~ 60 W/m2°C 

Water-side film coefficient hfw ~ 103 W/m2 oC 

Oil heat conductance h0 = k0/S0 ~ 500 W/m2 oC 

Metal heat conductance hm = km/bm ~ 105 W/m2 oC 

Since the metal conductance is several orders of magnitude larger than 
the others, it is reasonable to assume a uniform temperature 
throughout the thickness of the disk. The other conductances, how
ever, are comparable in magnitude and must all be considered in the 
analysis. 

The rotor is not, strictly speaking, a lumped heat capacity system. 
Not only are there temperature gradients in the oil film, but also the 
magnitude of the oil and metal temperature excursions are different 
(the oil is hotter than the metal in the water side and cooler in the air 
side). The analysis of the individual heat exchangers, however, re
quires that a single temperature be assigned to the rotor at each point. 
One can account for the temperature gradients in the oil film by de
fining an effective heat transfer coefficient U that matches the heat 
transfer rates at the rotor surface, that is: 

U(Tr - Tf) = hf(Ts - Tf, 

where the rotor mean temperature is given by: 

' 1 

n+ 1 
T0 + 

n 

n + l 

(2) 

(3) 

and n is the metal-to-oil heat capacity ratio; Tm is the local metal 
temperature; To is the local average oil film temperature; Ts is the 
local oil surface temperature; and hf is the local film coefficient. If the 
temperature profile in the oil film is approximated by a quadratic 
polynomial, an expression for the effective heat transfer coefficient 
can be obtained from equation (2) and (3) as: 

u--
1 

1 + Bi 
3n(n + !) + !' 

hf (4) 

3(n + l ) 2 

where the oil film Biot number is defined as Bi = h/So/ko- Using the 
effective heat transfer coefficient defined in equation (4), the rotor 
can be modeled as a lumped capacity system with a total heat capacity 
equal to the sum of the metal and the oil film heat capacities. To verify 
the accuracy of this approximation, this lumped capacity analysis of 

• N o m e n c l a t u r e -
A = area, m2 

Bi = Biot number 
C = heat capacity rate, W/°C 
g = acceleration of gravity, m/s2 

h = heat transfer conductance, W/m2 oC 
hf = heat transfer film coefficient, W/m2oC 
k = thermal conductivity, W/m°C 
n = disk to oil heat capacity ratio 
NTU = number of heat transfer units 
RDCT = rotary dry cooling tower 
Qt = total heat transfer rate, W 
R = radius, m 
rpm = revolutions per minute 

T = temperature, °C 
U = heat transfer coefficient, W/m2 oC 
8m = disk thickness, m 
So = average oil film thickness, m 
e = heat exchanger effectiveness 
1) = ratio of the inner to outer radius of the 

disk 
co = oil viscocity, m2/s 
fl = angular velocity, rad/s 

Subscripts 
a = air 

au = average 
c = cold 
/ = fluid 
h = hot 
i — inlet 
ind = induced 
m = metal 
o = outlet, oil 
r = rotor 
s = surface 
w = water 
wr = water recirculation 
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the composite wall was compared to the exact solution given in ref
erence [6]. In the range of Bi and n likely to be found in the RDCT (1 
< Bi i 10; 0.1 i n < 1) the solutions were within 0.1 percent of each 
other. 

Heat Exchanger Submodels. In computing the local film 
coefficients, two types of surfaces were considered: smooth surfaces 
and surfaces with repeated rib roughness. McAdams' [7] correlation 
was used for the smooth surfaces and Han's [8] correlation for the 
roughened surfaces. On the air side the film coefficient was modified 
to include entrance effects in the form suggested in reference [9]. 

Air Side. The flow in the two air-side heat exchangers was mod
eled as flow between parallel plates of rectangular shape. Owing to 
the annular configuration of the rotor, the air flow pattern is a com
bination of horizontal and radial flows, as shown in Fig. 3. An equiv
alent channel length was therefore defined as the average between 
the mean flow lengths obtained for purely radial and purely horizontal 
flows. The height of the channel was adjusted to make the total area 
of the rectangular heat exchangers equal to the air-side area of the 
rotor. The air stream heat capacity rate was obtained directly from 
the specified inlet flow conditions. 

Expressions for the effectiveness of several standard heat exchanger 
configurations can be found in reference [3]. For the inlet air-side heat 
exchanger the effectiveness is given by: 

Jraax{a,r) 

Cr 

[1 - exp( - rC r /C a ) ] 

with T = • exp(-NTU a iCm i n ( l I , r ) /C r) 

and NTU a i = W a l[ / a , ) /Cm i n ( a , r ) (5) 

Substitution of NTUao for NTUa; in equation (5) yields the expression 
for eao. 

Water Side. A simple model of the water circulation pattern was 
used to obtain the local flow conditions in the water-side heat ex
changers. The details of the water circulation model can be found in 
reference [5]. Average film coefficients for each water-side heat ex
changer were calculated by numerical integration of the local film 
coefficients. By integrating the local water flow rate across the 
boundary between the two water-side heat exchangers, the heat ca
pacity rate of the recirculating water flow was obtained. 

To account for its well-mixed condition, each water-side heat ex
changer was modeled as a counter-flow exchanger with a water re
circulation loop of infinite heat capacity rate, as shown in Fig. 4. The 
inlet heat exchanger effectiveness is defined as: 

Qu, 

and similarly, 

Qu. 

^min ( i ' , r )W i * r) 

An energy balance on the water streams yields: 

Hwi = ^wrKl wrh ~ •*• wr) = ^ i W i ~ -* wr) 

Combining equations (6-8) we obtain: 

J m i n ( i ' [i',r)/C min(mr,r) 

.1 + «'>Cmin(;',r)(l/C„,r - 1/C";) 

(6) 

(7) 

(8) 

(9) 

In the limit as C;' goes to infinity, £;' is given in reference [3] as: €;' = 
1 - exp(-NTU w i ) ; where NTU„,; = AwiUwi/Cr. Equation (9) then 
becomes: 

•Jmm(wr,r) 

1 - exp(- NTU„,) 

l + - M l - e x p ( - N T U „ , i ) ] 
y~>wr 

(10) 

The expression for the outlet water-side heat exchanger effec
tiveness is obtained by substituting N T U ^ for NTUWI- in equation 
(10). 

Fig. 3 Air side flow pattern: (a) radial flow; (b) horizontal flow; (c) real 
flow 
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Fig. 4 Modelling of water-side well-mixed heat exchangers 

c 
a 

T ac 

C 
w 

1 

c 

Eai 

e 

»#» 
Eao 

E 

E 
WO 

c 

e . 
Wl -<§> 

fc 

i , 

c 

ah 

C 

' 

Fig. 5 Combination of individual heat exchanger effectiveness to obtain 
overall effectiveness of the RDCT 

Overall Heat Transfer Effectiveness. The expressions for the 
individual effectiveness can be combined to obtain the overall effec
tiveness of the RDCT defined as: 

Q 
(11) 

)(Twh — Tac) 
The steps followed in that derivation are illustrated in Fig. 5. First 
ea; and tao are combined to obtain ea and similarly ewi and ewo are 
combined to obtain ewr. The water recirculation loop is then added 
to ewr to obtain ew. Finally, ea and ew are combined to obtain e. Each 
one of these steps involves combining equations similar to equations 
(6-8). The complete derivation can be found in reference [5]. 

The overall heat transfer effectiveness of the RDCT was obtained 
as: 

Jmin(a,w) ^min(a,w) ^min(a,w) 

^min (a , r ) ^a ^min(w,r) tw Cr 

where 

C a C r ( £ a i ~r €go) ~~ l'min(a,r)€at£aoV.(- ,a ' ^r) 

i^a^r ^ min(a,r)^(u^ao 

*-ymin(iw,r)/l' min (w,r) 

and 

.1 ' ^wr^ram(wr,r )(1ICW - 1/Cwr)\ 

^wr^rK^wi ' two) ~ ^Jmm(wr,r)^wi^wo\^Jwr > *-r) 

(12) 

(13) 

(14) 

(15) 
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P a r a m e t r i c A n a l y s i s of H e a t T r a n s f e r P e r f o r m a n c e 
The overall effectiveness of the RDCT is a function of twelve pa

rameters, as indicated by equations (5-15). Formally one can express 
the effectiveness as: 

e — £\^ai^w>^u>ri^riAai,Aao,Awi,Awo,Uai,Uao,Uwi,UWo) ( 1 6 ) 

It is convenient to express this relationship in terms of nondimen-
sional combinations of the independent parameters. Both air-side 
heat exchangers have the same areas and heat transfer coefficients, 
and therefore two of these variables can be eliminated. In addition, 
it was found that changing the relative size of the two water side heat 
exchangers has little effect on the heat transfer rate (less than 5 per
cent). Therefore, in order to simplify the graphical representation of 
the results, Awi was set equal to zero in these calculations, and Cwr and 
Uwi were eliminated along with Aw{. The remaining variables can be 
arranged into four nondimensional groups. While there are numerous 
choices for the nondimensional groups, we will use the ones suggested 
in reference [3] for coupled heat exchangers: 

e = e — , 
v m Gmin(a,u>) 

NTUo, 
(AU)a 

(AU)U 
(17) 

where 

NTUo = -
\l/(AU)a + l/(AU)u 

Figure 6 shows graphically the dependence of the overall effectiveness 
on these parameters. 

The conductance ratio, (AU)a/(AU)w, appears to have a very small 
effect on the overall effectiveness for a range of values between 0.2 
and 8. A similar result was obtained in the analysis of coupled heat 
exchangers given in reference [3]. This result is significant because 
it implies that the effectiveness is mostly dependent on three nondi
mensional groups: Ca/Cw, Cr/Cmin(a,„,) and NTUo. This does not 
mean, however, that the actual value of the heat conductance ratio 
is unimportant. It bears a direct relationship to the total disk surface 
area required to transfer heat at a specified rate. Given the het ca
pacity rates and the NTUo, there is for each heat transfer coefficient 
ratio, UJUW, an optimum area ratio, AJAW, which will yield the 
minimum total area required. The optimum area ratio can be obtained 
from the definition of NTUo and is given by: 

AJAW = [UJUa] 1/2 (18) 

This condition can be easily implemented in the RDCT by specifying 
the inner and outer diameters of the annular disks. 

N e t E f f e c t of t h e Oil F i l m on t h e H e a t T r a n s f e r 
P e r f o r m a n c e 

While the oil layer floating on top of the water trough provides an 
effective means of controlling evaporation, it also affects the heat 
transfer process in three ways: (1) the heat transfer coefficient be
tween the fluid streams and the metal disk is reduced; (2) the rotor 
heat capacity rate is increased; and (3) the angular velocity of the rotor 
is limited to 2-3 rpm. (At higher angular velocities small water beads 
are carried over to the air side on the surface of the disks, resulting 
in significant evaporation). The relative importance of these three 
effects depends strongly on the disk thickness, as shown in Fig. 7. For 
thin disks at lower angular velocities, the increased rotor capacity rate 
outweighs the decrease in the heat transfer coefficient, and the per
formance of the oil covered disks is actually better than that of the 
bare metal disks. This situation is reversed, however, at higher angular 
velocites where further increases in the rotor heat capacity rate have 
no bearing on the overall effectiveness. 

To evaluate the net effect of the oil on the heat transfer perfor
mance, the heat transfer rate for the oil coated disk operating at the 
maximum allowable angular velocity, must be compared to the heat 
transfer rate of the bare metal disk operating at infinite angular ve
locity. An empirical correlation for the maximum angular velocity was 
used in these calculations [5]. The results are given in Table 1. 
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Fig. 6 Overall effectiveness curves. The parameters which are held constant 
In each graph have the values: C,/Cm,„{a w) = 1.25; C,/Cw = 0.4; {AU),I 
(AU)„ = 0.1 
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Fig. 7 Effect of the oil on the heat transfer performance 

Table 1 Ef fect of the oil sys tem on the total meta l mass 
r e q u i r e d to t r a n s f e r h e a t a t a rate of 1 MW. 

Rotor 

5m[mm] 
0.25 
0.50 
0.75 

mass per megawatt transferred [103kg 
Bare 

Metal 
2.03 
4.04 
6.07 

Metal and 
Oil Film 

2.26 
4.34 
6.43 

Percent 
Increase 

11.5 
7.3 
5.9 
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and that predicted by the theoretical model F'8- 9 Comparison between the experimentally measured average rotor 

temperature and that predicted by the theoretical model 

It can be seen that the net effect of the oil on the RDCT perfor
mance is small—of the order of 5 to 10 percent. Since the total rotor 
mass required to transfer heat at a specified rate is proportional to 
the disk thickness, the disks should be as thin as the structural in
tegrity of the rotor will permit. 

Empir ica l V a l i d a t i o n of t h e M o d e l 
The theoretical model was compared with the experimental results 

of Dong [1]. Those measurements were taken in an RDCT model 
which had eight 1.5 m dia disks. The range of parameters studied in 
these experiments was the following: 

Air inlet temperature 
Air velocity 
Water inlet temperature 
Water volume flow rate 
Rotor angular velocity 

22-31 
0.7-1.5 
54-58 
2.2-7.7 

2-4 

°C 
m/s 
°C 
1/min-disk 
rpm 

To evaluate the agreement btween the analytical model and the 
experimental results, two quantities were compared: (1) the total heat 
transferred per disk, and (2) the average disk (metal) temperature. 
The first one compares the overall agreement, and the second one, 
the relative magnitudes of the air and water side heat transfer coef
ficients. It can be seen from Figs. 8 and 9 that theory and experiment 
differ by less than 10 percent. These results indicate good agreement 
between the theoretical model and the experimental apparatus, 
particularly since the model has no adjustable constants. 

Conc lus ion 
The RDCT has significant potential for use in regions with scarce 

water supply. As a dry tower, it is cost competitive with the conven
tional finned-tube cooling tower. In addition, the RDCT has the ad
vantage of allowing increased heat rejection capacity during peak 
demand periods by operating in a wet/dry mode. 

Although the RDCT is a fairly complex system, it was shown that 
it can be adequately modeled as four interconnected heat exchangers. 
The model so developed has no adjustable constants and predicts the 
experimental results within ± 10 percent. 

The oil film coating the disks plays an important role in the heat 
transfer process. Although there are temperature gradients across the 
oil film, it was found that a lumped heat capacity approach was still 
applicable. An effective heat transfer coefficient was derived to ac
count for the temperature gradients and energy storage in the oil film. 
It was found that the reduction in overall heat transfer rate due to the 
presence of the oil is small—of the order of 5 to 10 percent. 
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APPENDIX 

T y p i c a l O p e r a t i n g Condi t ions of the R D C T 
Water inlet temperature 
Water volume flow rate 
Air inlet temperature 
Air velocity 
Water level (Rt/Ro) 
Water feed height (F/RQ) 
Spacing between disks 

Surface roughness characteristics: 

e/Dh 
Pie 
angle of attack 
rib shape angle 

Oil properties: 

density 
viscosity 
specific heat 
thermal conductivity 

Metal properties: 

density 
specific heat 
thermal conductivity 

55°C 
4.41/min-disk 
24°C 
4.6 m/s 
0.4 
0.3 
1.3 cm 

0.05 
10 
45deg 
60deg 

0.84 X 103 kg/m3 

1.3 X10- 6 m 2 / s 
2.0 X10 3J /kg°C 
0.13 W/m°C 

7.8 X10 3kg/m 3 

0.47X103J/kg°C 
43 W/m°C 
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Heat Transfer and Interface lot ion 
During Melting and Solidification 
around a Finned Heat Source/Sink 

The effectiveness of extended surfaces on a horizontal, cylindrical heat source/sink was 
studied experimentally during solid-liquid phase change heat transfer. Melting and 
freezing experiments were performed in a test cell suitable for photographic and shadow-
graphic observations using a circular cylinder with three rectangular fins parallel to the 
axis and evenly distributed around the circumference of the heat exchanger. Results are 
reported for n-heptadecane as the phase change material. Orientation of fins on the heat 
exchanger with respect to the gravitational field are found to have more influence on the 
melting than on the freezing processes. The use of fins was found to be more effective for 
melting than for freezing. The instantaneous local and circumferentially averaged heat 
transfer coefficients at the heat source surface for melting from a cylinder with fins were 
usually within ±20 percent of those for melting from a bare cylinder. During solidification 
the degree of heat transfer enhancement due to finning is greatest when the frozen layer 
is thin and decreases as the layer grows thicker. 

Introduction 
Commercial acceptance and the economics of solar energy, con

servation, "waste" heat utilization, and other alternate energy tech
nologies are tied to the design and development of efficient and cost 
effective thermal energy storage systems (TES). The latent heat-
of-fusion energy storage concept has the primary advantage of per
forming the storage function at nearly constant temperature and a 
large specific storage capacity [1]. Unfortunately, there is little in
formation on heat transfer coefficients, solid-liquid interface motion, 
and other technical data applicable to design of latent heat-of-fusion 
TES systems under realistic demand conditions for charging and 
discharging the storage. Good understanding of heat transfer pro
cesses involved is essential for predicting the storage system perfor
mance with accuracy and avoiding costly system overdesign. 

Available experiment data [2-6] have established that during 
melting natural convection in the liquid aids heat transfer. However, 
during freezing the development of natural convection in the melt can 
greatly reduce and even completely stop the process if the liquid is 
superheated [7, 8]. In addition, the solid layer formed on the cooled 
surface increases the thermal resistance and can greatly reduce the 
heat transfer rate, particularly for materials that have low thermal 
conductivity. A standard method for enhancing heat transfer, if the 
dominant resistance is on the fluid side, is to use extended surfaces 
[9]. The purpose of this paper is to report on a study aimed at ob
taining understanding of heat transfer processes during solid-liquid 
phase change from a heat source/sink with extended surfaces and to 
determine the effectiveness of fins during melting and freezing of a 
material. Use of fins in thermal energy storage units for spacecraft 
thermal control purposes have been reported [10, 11], but detailed 
heat transfer processes and solid-liquid interface motion were not 
investigated in these system performance studies. The use of fins to 
enhance heat conduction in latent heat-of-fusion energy storage 
systems has been reported [12] since the present paper was submitted 
for publication. A two-dimensional integral method of solution has 
been used to analyze the problem of solidification in a rectangular 
enclosure in which the end wall temperature is fixed and the side walls 
are conducting [13]. Freezing experiments on a vertical, finned tube 
have been performed [14]2 and will be discussed later. 

1 Now at Dornier-System GMBH, 7990 Friedrichshafen, West Germany. 
2 The authors are grateful to Professor E. M. Sparrow for providing a copy 

of the paper prior to its publication. 
Contributed by the Heat Transfer Division and presented at the 19th 

AIChE/ASME National Heat Transfer Conference, Orlando, Fla., July 27-30, 
1980 of The American Society of Mechanical Engineers. Revised manu
script received by the Heat Transfer Division, October 17, 1980. Paper No. 
80-HT-10. 

Heat transfer from a cylindrical heat exchanger with longitudinal 
fins embedded in a phase change material during melting and freezing 
was studied because a class of storage units given serious consideration 
is a standard shell and tube exchanger in which the PCM is on the 
shell side. The solid-liquid interface position during phase change was 
recorded photographically and the local heat transfer coefficient 
measured by a shadowgraphic method. Instantaneous local and cir
cumferentially averaged, as well as time and circumferentially aver
aged, heat transfer coefficients are reported for a paraffin (n-hep-
tandecane, CnH36, Tf = 22.2°C) as the phase change material during 
melting. The effects of fin orientation with respect to the gravitational 
field on the melt and solid volume formed during melting and freezing 
are also determined. 

Experiments 
Test Apparatus. The experimental apparatus employed here is 

an adaptation of that of [6], thereby obviating the need for detailed 
exposition. The description of the apparatus is facilitated by reference 
to the schematic diagram of the system shown in Fig. 1. The test ap
paratus used in the experiments consisted of a light source, a con-
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Fig. 1 Schematic diagram of the test apparatus 
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denser lens and a pinhole, a collimating lens, the test cell, and a screen. 
During melting experiments the system served for shadowgraphic as 
well as photographic observations. For solidification experiments the 
test arrangement was used only for photographic observations of the 
solid-liquid interface motion because the light rays grazing the in
terface were deflected into the solid (thus precluding shadowgraphic 
observation). A Mach-Zehnder interferometer would have been 
preferred over a shadowgraph system. Unfortunately, the high sen
sitivity of the index of refraction of paraffins to temperature results 
in too large interference fringe density for accurate interpretation [15, 
16], and therefore could not be used for reasonable heat exchanger 
surface minus fusion temperature differences. 

The melting and freezing experiments were performed in a test cell 
which allowed for optical and photographic observation of the phase, 
change processes. The inside dimensions of the rectangular test cell 
were 35.5 X 25.5 X 7.5 cm. A U-shaped aluminum frame. 7.5 cm thick, 
was attached to a rectangular base plate which was adjustable in the 
vertical direction (at its four corners) in order to obtain a precision 
leveling of the test cell. The front and back sides of the cell were made 
of 0.6 cm thick plate glass to allow for visualization, photography, and 
optical observation of the phenomena taking place during phase 
transformation. To reduce heat ga'ins (or losses) from the test cell a 
second glass plate was installed parallel to the first to form a 1.2 cm 
wide vertical air gap. The thickness of the air gap between the vertical 
glass plates was so chosen as to minimize natural convection, the heat 
transfer between the test cell, and the ambient environment. The top 
of the test cell was closed with a Plexiglass cover. When needed, a 
frosted glass screen .could be lowered into position between the test 
heat source/sink and the camera for photographing the shadowgraphic 
images and the location of the phase change boundary. The heat ex
changer, a brass cylinder with three longitudinal fins, was installed 
in the test cell. The faces of the test cell were covered with removable 
styrofoam insulation. The insulation could be replaced immediately 
after the photographs were taken. 

The test cell was well instrumented, with provisions made to install 
a total of 45 thermocouples from the aluminum sides of the cell. Each, 
thermocouple was placed in a 0.1 cm i.d. and 18 cm long stainless steel 
tube with the thermocouple junction exposed at one end. The tube 
was fitted tightly through a hole along the axis of a bolt. The stainless 
steel tube with the thermocouple inside it was then positioned hori
zontally in the test cell. 

The test heat exchanger consisted of a 2.5 cm o.d. by 7.0 cm long 
cylinder with three rectangular, longitudinal fins distributed uni
formly around the perimeter of the cylinder. The brass fins had a 
cross-section of 0.5 X 2.5 cm. They were installed in milled grooves 
and then soldered. The fins increased the heat transfer area of the heat 
source/sink by 190 percent and its volume by 76 percent. Two holes 
drilled in the center provided the connection for the inlet and outlet 

tubes for circulating a working fluid through the heat exchanger from 
a constant temperature bath. Holes were drilled axially into the cyl
inder every 45 deg with their axis on a 1.5 cm dia circle. The holes were 
selectively connected by grooves and closed by disks on each end of 
the cylinder. One disk was provided with three holes for connecting 
the inlet and outlet tubes and for bringing out the thermocouple lead 
wires. 

Four thermocouples were located in the cylindrical part of the heat 
exchanger at d = 0, 90,180 and 270 deg. Two thermocouples were in
stalled in each fin to measure the temperature at the midsection of 
the heat source/sink at the center of the fin and at a distance of 0.08H 
from the tip of the fin. A hole was drilled through the inner glass plate 
of the test cell for bringing out the fluid supply tubes and the ther
mocouple wires. After installation of the cylinder the hole was sealed 
with silicone-rubber to prevent the leakage of the liquid PCM from 
the test cell. 

Test Procedure. Prior to each experiment the phase change 
material was degasified by heating the liquid to be temperatures above 
110°C until gas could no longer be observed. The liquid was cooled 
to about 5°C above the fusion temperature and carefully syphoned 
into the test cell in order not to entrap gas. The ambient air temper
ature in the laboratory was controlled in order to insure that only a 
small temperature difference existed between the air and the fusion 
temperature of the PCM. After the test cell was filled with the liquid 
paraffin the optical system was aligned. The Chromel-Constantan 
thermocouples were connected to an automatic integrating digital 
microvoltmeter and a high speed printer which scanned the selected 
channels automatically at a rate of one per second and printed the emf 
output at pre-programmed time intervals. 

In both melting and solidification experiments, great care was taken 
to establish a uniform temperature of the PCM with very little sub-
cooling or superheating, respectively. For example, before melting 
was initiated in the experiment, ethylene glycol was circulated through 
the heat exchanger at a temperature of about 5°C below the fusion 
temperature of the phase change material to assure a firm, solid PCM 
around the heat exchanger. After all of the PCM was solidified, the 
temperature of the circulating fluid was raised close to the fusion 
temperature of the material for the purpose of equilibrating the solid 
and eliminating subcooling as a parameter on the melt shape and heat 
transfer. When the thermocouples throughout the test cell indicated 
a temperature of the PCM within 0.2°C of the imposed cylinder 
surface temperature, the preheating process was terminated. The 
initial condition, a uniform temperature of the solid PCM close to the 
fusion temperature, was then assumed to be established and the ex
periment begun. 

During solidification experiments the ambient air temperature was 
maintained slightly above the fusion temperature of the phase change 
material. Once the test cell was filled with the liquid PCM it was left 

-Nomenclature-
Ah = heat source/sink surface area including 

fins 
c = specific heat 
Do = diameter of the cylinder 
Es = stored energy defined by equation (5) 
Fo = Fourier number, a^t/Ro2 

g = gravitational constant 
Gr = Grashof number, g/3(Tw - Tf)D0

3/ 

ve2 

h = local heat transfer coefficient 
Ahf = latent heat-of-fusion 
k = thermal conductivity 
£ = distance between the center of the test 

cell and screen, see Fig. 1(6) 
L = length of the heat source/sink, see Fig. 

Kb) 
n = index of refraction 
Nu = Nusselt number, hDo/ke 
Pr = Prandtl number, vtlat 
r = radial distance 

Ti)l 

Ao = radius of the cylinder 
Ra = Rayleigh number, Gr • Pr 
Sc = subcooling parameter, cs(Tf 

Ahf 

Ste = Stefan number, ce(Tw - Tf)/Ahf for 
melting and cs(Tf - Tw)/Ahf for solidifi
cation 

t = time 
T = temperature 
T f = film temperature, (Tw + Tf)/2 
V'( = melt volume 
Vs = solidified volume 
Vo = volume of the heat source/sink 

y = direction perpendicular to heat source 
surface, see Fig. 1(6) 

Y = distance perpendicular to the heat source 
surface by which the light rays are de
flected on the screen, see Fig. 1(6) 

at = thermal diffusivity, kilpice 

j8 = thermal expansion coefficient 
6 = angle, see Fig. 2 
p = mass density 
T = dimensionless time, Ste • Fo 
v = kinematic viscosity 

Subscripts 

/ = fusion (melting) 
i = initial 
£ = liquid 
s = solid 
w = wall 

Superscripts 

- = circumferentially averaged heat transfer 
coefficient 

* = averaged over the time period from t = 0 
tot = t 

~ = time and circumferentially averaged heat 
transfer coefficient, see equation (7) 
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undisturbed to reach a uniform ambient temperature throughout the 
test cell. Then the working fluid, cooled to a predetermined temper
ature, was circulated through the heat exchanger. 

Heat sink/source surface temperatures were recorded at desired 
time intervals, ranging from every 2 min at the beginning of the ex
periment to every 30 min at later times. Photographs were taken with 
a 6 X 6 cm still camera (Mamiya C 300 Professional with a 250 mm, 
f6.3 telelens) to record both the solid-liquid interface position and the 
maximum beam deflection (shadowgraph). 

Shadowgraphic Observations. A shadowgraphic system (Fig. 
1) was employed to study heat transfer during solid-liquid phase 
change and to obtain detailed information on heat transfer coeffi
cients. This optical method involves an identification of a light ray 
and recording of the deflection after its passage through the test cell. 
The deflection of the rays results from the variation of the index of 
refraction with temperature of the test fluid. Detailed description of 
the system and its theoretical basis are available in the literature [17, 
18]. 

Temperature measurements have confirmed that because of ef
fective heat transfer the temperature along the heat exchanger and 
fins is nearly uniform. For a system where a change in the index of 
refraction and temperature in the axial direction, e.g. along the di
rection of propagation of light ray, are negligible in comparison to the 
transverse direction, the distance Y on the screen of the deflected light 
beam grazing the heat source surface (see Fig. 1(6)) can be calculated 
from the geometrical optics theory [18] as 

1 dndT 
Y = £L 

ndTdy 
(1) 

The local Nusselt number, based on the cylinder diameter as a char
acteristic length, can be expressed in terms of known and measured 
quantities as 

N U : 
hDp 

k 

D0(dT/dy)u D0nY 

£L{TW - T,\ 

dn 

dT 
— (2) 

(Tw - Tf) 

The maximum deflection Y on the screen of the light rays grazing the 
heat source surface is determined from the photographs made of the 
shadowgraph images during the melting process. To aid in the data 
reduction from the shadwograph images, both sides of each fin were 
radially divided into four sections, yielding five points (indicated by 
the symbols B, MB, M, MT, and T, respectively, as shown in Fig. 
2). 

Two different orientations of the vertical fin (at either 6 = 0 deg or 
8 = 180 deg), referred to either as arrangements A or B, respectively, 
have been used in the experiments. The same heat exchanger was used 
for both arrangements in order to eliminate errors not related to heat 
transfer processes but which are specific to the construction of the 
heat exchanger (e.g., installation of thermocouples, fluid circulations 
inside the cylinder, etc.). 

The heat transfer parameters were based on the diameter of the 
cylinder as a characteristic length. This permitted comparison of re
sults between the cylinder without and with extended surfaces. The 
surface temperature was averaged over the cylindrical part of the heat 
source/sink and used in determining the Grashof number for the 
melting process. The thermophysical properties were evaluated at 
the film temperature. 

R e s u l t s and D i s c u s s i o n 
Heat Transfer During Melting. 
Cylinder and Fin Surface Temperatures. About 180 s after the 

working fluid from the constant temperature bath started to circulate 
through the heat exchanger, the cylindrical part and the rectangular 
fins reached almost constant surface temperatures. Because of heat 
conduction in the fins from the warmer base (B) to the cooler tip (T) 
the surface temperature of the fin located at 8 = 0 deg was smaller 
than that of the fin at 8 = 120 deg and indicated the greatest tem
perature difference between the base and the tip. The differences 
between VB and I T were 0.75°C and 3.0°C for Ste = 0.058 and Ste 
= 0.178, respectively. 

For arrangement B the heat source was rotated by 60 deg in the 

clockwise direction from that of arrangement A. Again, the cylindrical 
part of the heat source surface reached an almost constant wall tem
perature in about 180 s after the start of heating, but temperature 
variation with angular position of the cylindrical part was not ob
served. This is attributed partly to the fact that the melted PCM in 
the region —60 deg < 8 < 60 deg was trapped between the two lower 
fins and the bottom of the cylinder. In this region the liquid is gravi-
tationally stable, and heat transfer is by conduction. For Ste = 0.262 
the temperature differences between the base and the tip of the fins 
were 3.5CC for the fin at 8 = 60 deg and about 2.5°C for the fin at 8 = 
180 deg. 

Melt Shape. The solid-liquid interface position was photographed 
during the phase change process at different times. The interface 
locations in Fig. 3 were traced directly from the photographs. The two 
arrangements of fins on the heat exchanger result in distinctly dif
ferent melt shapes for the two experiments. This is attributed to 
natural convection in the melt region, which was clearly observed. 

It appears from Fig. 3 that only for very short times (r < 0.025) is 
heatitransfer primarily by conduction, as evidenced by a liquid layer 
of constant thickness around the heat source. Due to the extension 
of the fins in vertical direction, the characteristic length for the finned 
cylinder should be different than that for the cylinder without fins. 
However, the diameter of the cylindrical part of the finned heat ex
changer was chosen as a characteristic length to demonstrate the effect 
of the fins on heat transfer from the source. 

Natural convection was observed first to occur at the top of the 
finned heat exchanger and was due to thermal instability induced by 
the temperature differences along the fins and the hot surface of the 
cylinder (120 deg < 8 < 240 deg in Fig. 3(a) and 60 deg < 8 < 300 deg 
in Fig. 3(6)) [15]. As in the case of bare cylinder [5], there was more 
melting above the heat source and very little below. This is clearly 
demonstrated by the results of Fig. 3. The strong upward trust of the 
melting zone above the finned cylinder is caused by natural convec
tion. The circulation conveys the hot liquid to the upper part of the 
melt zone and in this manner continues to support the upper move
ment of the solid-liquid interface. 

The effectiveness of the extended surface in comparison to the bare 
cylinder in melting the PCM is clearly demonstrated in Fig. 4. The 
ordinate in Fig. 4 was arbitrarily chosen to be (VVVo)/Ste in order 
to collapse the experimental data on one curve for the particular heat 
source arrangement. The volume of the PCM melted in the two ar
rangements of the finned cylinder was higher than for the bare cyl
inder. As expected, arrangement A proved to be more effective than 

Arrangement 8 

Arrangement A 

Fig. 2 Physical model and coordinate system for cylinder with extended 
surfaces 

Fig. 3(a) Arrangement A, 
Ste = 0.179 

Fig. 3(b) Arrangement B, 
Ste = 0.262 

Fig. 3 Experimentally determined liquid region contours during melting 
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Table 1 Local heat transfer results, Nu/Ra1/4, at the 
fin surface for arrangement A: Ste = 0.058, Ra = 1.28 X 
10J 

Fin T 0.019 0.037 0.074 0.111 0.148 0.500 

Table 2 Local heat transfer results, Nu/Ra1/4, at the 
fin surface for arrangement B: Ste = 0.169, Ra = 4.42 X 
106 

Fin 0.108 0.162 0.216 0.270 0.324 

T 
TM 

V M 
MB 
B 

T 
TM 

2 M 
MB 
B 

r 
TM 

2' M 
MB 
B 

0.487 
0.523 
0.544 
0.551 
0.557 

0.535 
0.571 
0.589 
0.593 
0.636 

0.535 
0.523 
0.544 
0.551 
0.557 

0.557 
0.557 
0.557 
0.540 
0.525 

0.678 
0.656 
0.636 
0.463 
0.450 

0.593 
0.574 
0.517 
0.463' 
0.412 

0.508 
0.508 
0.508 
0.508 
0.466 

0.508 
0.508 
0.508 
0.508 
0.508 

0.466 
0.466 
0.466 
0.466 
0.466 

0.544 
0.544 
0.544 
0.466 
0.438 

0.398 
0.398 
0.398 
0.386 
0.375 

0 398 
0.358 
0.358 
0.386 
0.412 

0.544 
0.508 
0.438 
0.425 
0.375 

0.398 
0.398 
0.398 
0.412 
0.425 

0.318 
0.318 
0.358 
0.375 
0.390 

0.584 
0.584 
0.584 
0.498 
0.498 

0.498 
0.498 
0.453 
0.437 
0.424 

0.453 
0.453 
0.453 
0.437 
0.424 

T 
TM 

2 M 
MB 
B 

T 
TM 

2' M 
MB 
B 

T 
TM 

3 M 
MB 
B 

0.265 
0.282 
0.282 
0.263 
0.244 

0.354 
0.311 
0.289 
0.265 
0.244 

0.314 
0.303 
0.277 
0.187 
0.172 

0.244 
0.244 
0.244 
0.247 
0.237 

0.332 
0.295 
0.277 
0.256 
0.237 

0.280 
0.261 
0.246 
0.171 
0.158 

0.237 
0.237 
0.237 
0.247 
0.240 

0.306 
0.287 
0.270 
0.247 
0.227 

0.341 
0.313 
0.240 
0.192 
0.177 

0.219 
0.219 
0.219 
0.224 
0.229 

0.237 
0.248 
0.248 
0.236 
0.218 

0.289 
0.287 
0.206 
0.188 
0.174 

0.219 
0.219 
0.215 
0.225 
0.234 

0.215 
0.213 
0.224 
0.224 
0.234 

0.269 
0.240 
0.184 
0.149 
0.141 

arrangement B. This is due to the more intense natural convection 
circulation in the melt. For arrangement B the stable temperature 
gradients along the fins and the hot cylindrical surface produced a 
gravitationally stable liquid region between the two lower fins where 
heat transfer was by conduction only. 

Local Heat Transfer. In the radial direction, the surface of the fins 
was divided into four regions of equal width parallel to the cylinder 
axis, yielding five distinct points (see Fig. 2). The base point B was 
assumed to be at the same temperature as the cylindrical part adjacent 
to it. With only two thermocouples installed in each fin, the surface 
temperatures at the points MB and MT were interpolated between 
T, M, and B, and taken into account in the data reduction procedure. 
It was difficult to determine the distance of the deflected light rays 
in the vicinity of point B because the deflections from the cylindrical 
part and from the fin surface adjacent to it were superimposed. In 
addition, the dark shadow of the thermal boundary layer sometimes 
made it impossible to evaluate the deflection at that point. Local heat 
transfer results at the fin surface, determined experimentally using 
the shadowgraph method, are summarized in Tables 1 and 2 for ar
rangements A and B, respectively. It should be emphasized that the 
nature of the shadowgraph technique allows determination of only 
the average surface temperature gradient, (dT/dy)w, over the entire 
length of the heat source, see equation (1). Therefore, any nonuni-
formities in the gradient along the heat exchanger axis as a result of 
heat losses from the test cell walls are already accounted for, and the 
Nusselt numbers given in the paper should be considered as average 
values over the cylinder length. 

A comparison of local heat transfer results3 between the two ar
rangements of the finned cylinder and the cylinder without extended 
surface, for similar Stefan numbers, is shown in Fig. 5 (for the cylin
drical part of the heat source only). The missing data for the cylinder 
with extended surfaces are due to the location and the physical 
thickness of the fins. In order to compare the heat transfer results, 
both the Nusselt and Rayleigh numbers were based on the diameter 
of the cylinder as characteristic length, even in the case of the cylinder 
with extended surfaces. As pointed out earlier, this may not be ap
propriate. The variation of the local heat transfer parameter Nu/Ra1/4 

with angular position and time for the finned and unfinned cylindrical 
heat sources are similar. The results for early times, r < 0.05, could 
not be obtained using a shadowgraph system because the melt layer 
was too thin to allow the deflected ray grazing the heat exchanger 
surface to leave the test cell. It is during the early time when heat 
transfer is predominantly by conduction that the heat transfer coef
ficient decreases sharply with time [3, 5]. The modification of the 
natural convection flow field around the source by the fins produces 
different trends in both the angular and timewise dependence of the 

3 In Pigs. 5 and 6 the experimental data points are joined by solid lines for 
the sake of clarity. 

70 

Fig. 4 Comparison of melt volumes for finned cylinder arrangements A and 
B and the bare cylinder 

Fig. 5 Effect of time on local heat transfer for arrangements A and B and 
for cylinder without fins 
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Nu 
Ra 

Fig. 6 Dependence of the circumferentially averaged heat transfer on di-
mensionless time: Ra, = 4.15 X 106 

heat transfer coefficient, but the differences in Nu/Ra1/4 between the 
finned and bare cylinder is usually with ±20 percent. The results 
shown in the figure also indicate that a nearly quasi-steady melting 
rate is reached most rapidly for arrangement B where the liquid is 
stable over the lower third of the heat exchanger. 

Average Heat Transfer. A circumferentially averaged instanta
neous Nusselt number was also calculated. This average was based 
on area weighted average Nusselt numbers for the fins and the cy
lindrical part, 

N u = WfinNufin + U>cylNUcyl (3) 

where iufm = 0.7 and wcy\ = 0.3 are weighting factors based on the ef
fective heat transfer areas. The fins contributed 70 percent and the 
cylindrical part 30 percent of the total transfer area. Since the heat 
source in arrangements A and B was symmetrical about a vertical 
plane through the cylinder axis, the instantaneous circumferentially 
averaged Nusselt numbers Nufin and Nucyi were based on local Nusselt 
numbers for the fin (e.g., as given in Tables 1 and 2) and local Nusselt 
numbers for the cylindrical part (e.g., as shown in Pig. 5), respectively. 
In order to compare the heat transfer results with the cylinder without 
fins, the Rayleigh number was based on (Tw - Tf) with Tw as the wall 
temperature of the cylindrical part of the heat source at 0 = 180 deg. 
The comparison of results for arrangements A and B with those for 
the cylinder without fins is shown in Fig. 6. In all cases, a time-inde
pendent heat transfer coefficient is reached after a sufficiently long 
time. Unfortunately, no data could be obtained for early times (T < 
0.05) when the melt layer around the heat source is relatively thin. 

As an alternative to the tedious determination of the heat transfer 
coefficient by the shadowgraph technqiue, particularly for a cylinder 
with extended surface, is the use of an energy balance method on the 
phase change material. Hereby, the average heat transfer coefficient 
is based on the variation of the melted volume of the PCM with time. 
Assuming that the heat losses (gains) from the solid and liquid PCM 
to the ambient laboratory environment are negligible in comparison 
to the heat input at the heat source and that the only mode of heat 
transfer from the heat source surface to the PCM is by natural con
vection, the transient energy balance on the material can be expressed 

dEs 

dt 
••hAh(Tw-Tf) (4) 

where the energy stored in the PCM (based on the initial temperature 
of the solid as the reference condition) is given by 

Es paVscsdT+ peVeAhf+ I peVecedt 
Ti J Tf 

(5) 

and h is the instantaneous circumferentially averaged heat transfer 
coefficient at the heat source surface. If the time to reach a constant 
surface temperature is small compared with the duration of the ex
periment, the wall temperature Tw can be considered to be constant 
and integration of equation (4) between t = 0 and t = t yields 

Fig. 7(a) Arrangement A, Ste 
0.251, Ra, = 2.5 X 104 

Fig. 7(b) Arrangement B, Ste * 
0.185, Ra, = 7.2 X 10" 

Fig. 7 Experimentally determined solid region contours 

Es = EAh(Tw - Tf)t* (6) 

where h is the time and circumferentially averaged heat transfer 
coefficient defined as 

= — f'*[— f 
t* Jo [Ah J A Ah JAh 

hdA dt (7) 

Since the temperature difference between the heat source and the 
melting point is relatively small, the dependence of the physical 
properties on temperature can be neglected and the time and cir
cumferentially averaged Nusselt number can be obtained by com
bining equations (5) and (6) to form a Nusselt number, 

Nu too 
k 

l + i s te - i (p . / P / )S t 
4 V, 

AhD0 

(8) 

A similar approach was used by Marshall [19] to determine natural 
convection heat transfer coefficients during melting of a PCM con
tained in rectangular enclosures. 

Qualitatively, the trends in the heat transfer results based on the 
shadowgraph technique and the PCM energy balance method are 
similar (Fig. 6). The method could not be used for measuring the heat 
transfer coefficient at very early times (T < 0.04) because, as previ
ously mentioned, the melt layer was too thin to allow the deflected 
ray to leave the test cell. For this reason results could not be obtained. 
Available results [3, 5] show that the heat transfer coefficient de
creases very sharply at early times, reaches a minimum, and then 
increases slightly before reaching a nearly constant value. For the 
cylinder without fins heat transfer results for T > 0.1 differ only by 
about 5 percent, while the maximum difference between the two 
methods of reducing data was 16 percent, and occurred for arrange
ment B. Higher values were expected to result with the energy balance 
method at early times (T < 0.1) because of the time averaging effect 
on the heat transfer coefficient. As expected, the data for arrange
ments A and B do not fall on a single curve. This is partly due to the 
natural convection circulation pattern in the melt and its effect on 
the melt shape and volume. The melt volume is a critical parameter 
in determining the average Nusselt number Nu. The results of Fig. 
6 show that after quasi-steady melting has been reached (T £ 0.14 and 
T* > 0.2), the heat transfer coefficient is higher than either of the two 
finned cylinder arrangements. This clearly indicates that at later times 
the fins do not increase the circumferentially averaged heat transfer 
coefficient over that for a bare cylinder, but that the presence of fins 
enhances total heat transfer from a finned cylindrical source and in
creases the rate of melting of the material. 

Heat Transfer During Solidification. 
Cylinder and Fin Surface Temperature. The surface temperature 

of the cylindrical part of the heat exchanger was independent of the 
heat sink arrangements A or B, i.e., the location of the fins (6 = 0,120, 
240 deg or 0 = 60,180,300 deg, respectively) and of the Stefan number, 
showed no variation with angular position. However, in contrast to 
the melting experiments, it took considerably longer to reach a con
stant value of the wall temperature. In addition, all three fins showed 
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the same temperature variation between the tip (T) and the base (B). 
This was expected since the only mode of heat transfer from the heat 
sink surface to the solid PCM was by heat conduction. Typically, 
temperature differences between the tip and the base of the fin were 
about 1°C and about 0.25°C between points T and MT on the fin for 
Ste = 0.251. 

Solid-Liquid Interface Motion. Almost immediately after the 
cooling process was initiated, t =; 2 s, the heat sink surface was covered 
with a frosty layer of solid paraffin. The thickness of this layer in
creased very rapidly at early times. The progression of the phase 
change boundary with time is illustrated in Fig. 7 for arrangements 
A and B, respectively. The Rayleigh number, the parameter con
trolling natural convection around the solid-liquid interface, was 
based on the outside diameter of the cylinder as the characteristic 
length and was defined as Ra = g/3(Ta — Tf)Dos/v£Ot£. 

For early times (T < 0.04) heat transfer at the solid-liquid interface 
was predominantly by conduction and resulted in the formation of 
a solid layer of practically constant thickness around the heat sink. 
Later, natural convection in the liquid appeared to increase in im
portance, caused the solidification process to slow down, and produced 
a solid layer of nonuniform thickness around the finned heat ex
changer. 

The results for arrangement A (Fig. 7(a)) indicate the same solid
ified volume as the results for arrangements (Fig. 7(6)) but at only 
80 percent of the dimensionless time. This clearly indicates the effect 
of the initial superheat (T„ — Tf) in the liquid on the rate of solidi
fication. The superheat was 1.6°C and 4.6°C, for the results given in 
Figs. 7(a) and 7(b), respectively. In addition, arrangements maybe 
conducive for more intense natural convection flow along the solid-
liquid interface. For arrangement A (Fig. 7(a)) the cooler liquid ad
jacent to the phase-change boundary is located above the warmer 
liquid (in the region between 6 = —130 deg and d = 130 deg), pro
ducing a counter-clockwise circulation cell in the liquid to the right 
and below the center of the heat sink and a clockwise circulation cell 
in the liquid to the left and below the center of the heat sink. The 
liquid region above the nearly horizontal phase change boundary (130 
deg < d < 230 deg) was observed to be relatively stable. In this region 
heat transfer from the liquid to the solid was primarily by conduc
tion. 

For arrangement B (Fig. 7(6)) the liquid underneath the heat sink 
(—70 < 6 < 70 deg) is unstable because the temperature of the fluid 
in contact with the solid-liquid interface is at the fusion temperature 
Tf. It was observed that even for the small initial superheats in the 
liquid, a plume had developed from the bottom two fins, and de
scended toward the bottom of the test cell producing natural con
vection circulation in the test cell. 

From the sequence of photographs taken during the solidification 
process the volume of the solidified PCM was measured with a pla-
nimeter and compared with data for the cylinder without fins. It was 
found that the rate of solidification decreased sharply with time for 
r < 0.2 and then leveled off due to the increasing resistance to heat 
transfer by conduction in the solid and development of natural con
vection at the solid-liquid interface [IS]. This trend has also been 
observed in experiments with the cylindrical heat exchanger without 
an extended surface [7]. It was determined that for similar Stefan 
numbers, initial conditions, and freezing time, arrangement A yields 
a higher solidified volume (VS/VQ) than the cylinder without fins. 

When the results are plotted as in Fig. 8, the data for the volume 
of the solidified material fall along straight lines, which can be ap
proximated by 

ys/Vo = Cs(Ste-r)°-B (9) 

The constant Cs depends on the arrangement and the Stefan number. 
The initial superheat of the liquid was purposely kept small to elim
inate it as an independent parameter, but the volume of the material 
frozen is expected also to depend on the superheat (i.e., buoyancy 
force) because it influences natural convection flow in the liquid and 
heat transfer at the interface. The results shown in Fig. 8 clearly in
dicate that for a fixed Rayleigh number the degradation in heat 
transfer is greater for lower values of the temperature difference (i.e., 

Ste-T 

Fig. 8 Volume of solid formed around cylinders with and without extended 
surfaces 

lower Stefan number) across the frozen layer. 
It is interesting to note that the results of this work are consistent 

with those for freezing on a vertical finned cylinder reported recently 
[14]. For conduction-controlled solidification the volume (mass) of 
material frozen is proportional to the freezing time t as tob for a finned 
tube and as t0-634 for the unfinned tube. The results in Fig. 8 indicate 
a similar time dependence but show no difference between a finned 
and a bare horizontal cylinder. This is attributed, at least in part, to 
the difference in orientation of the heat sink with respect to the gra
vitational field. There was significant variation in the frozen layer 
thickness with height for the vertical finned tube and negligible 
variation in the frozen layer thickness with the axial distance for the 
horizontal finned and bare cylinder. 

Conclusions 
Solid-liquid interface motion and heat transfer during melting and 

freezing from a horizontal cylindrical heat exchanger with longitudinal 
fins embedded in a paraffin has been studied experimentally. Based 
on the experimental results obtained it has been concluded that: 

• Use of extended surfaces on a heat source/sink enhances the rate 
of melting and freezing in comparison to that without fins. 

• Orientation of fins with respect to the gravitational field on a 
horizontal cylindrical heat exchanger is important for taking full 
advantage of natural convection effects, to enhance melting, and 
not to create quiescent melt regions where natural convection 
circulation may be suppressed. 

• The effectiveness of fins is greatest during solidification at early 
times when the frozen layer formed on the heat sink is thin and 
decreases as the layer grows thicker. The degree of enhancement 
is generally greater than the volume ratio of the finned and bare 
cylinders. 

• For the experimental conditions considered, the presence of 
natural convection in the melt retarded freezing only by a rela
tively little amount. 

No attempts were made in the study to either optimize the fin ge
ometry of the fin orientation with respect to the gravitational field 
on heat transfer during solid-liquid phase change. An optimization 
would be essential if efficient and cost effective shell and tube type 
latent heat-of-fusion energy storage units using finned tubes are to 
be designed. 
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On the Prediction of Fusion Rate of 
Ice by Finite Element Analysis 
A finite element algorithm including phase change is presented for the prediction of the 
rate of freezing of fresh water under general ambient conditions. This method has shown 
to be highly versatile in dealing with multi-phase materials of complicated geometries. 
Experiments were performed to verify the code prediction on the fusion of fresh water and 
a case with oil inclusion. Close agreement was observed between the predicted and mea
sured values. 

Introduct ion 
The rapid increase of oil and gas explorations in the Arctic region 

in recent years has stimulated a renewed interest in the development 
of more accurate analytical models for the prediction of the thermal 
and mechanical behavior of ice. The application of ice covers in this 
region for transportation and shelter purposes [1] has necessitated 
a thorough understanding of the response of these covers when 
subjected to varying thermomechanical inputs. Although there are 
a number of publications available on the mechanical properties and 
strengths of ice [2, 3], including prediction of the thermal regime and 
thickness of an ice sheet and the effect of these variables on load 
bearing capacity [4], most work is empirical and based on rather re
strictive shapes and conditions. The analysis presented here provides 
a method for predicting the temperature distribution and rate of 
freezing of an ice sheet subjected to varying thermal inputs. A 
comparison with results obtained from a pure water freezing experi
ment indicates that accurate estimates of ice sheet thickness can be 
obtained with this procedure. The flexibility of the method is further 
demonstrated by an accurate prediction of the multidimensional 
ice/water phase front migration in the presence of an oil inclusion. 

The cooling of a large body of fresh water can be described as con
vective until the body reaches a uniform temperature of 4°C, at which 
point the density extremum has been reached and convective circu
lation ceases [5]. Further cooling with eventual ice growth occurs by 
unidirectional heat conduction. A vertical section through an ice 
covered body of water reveals a temperature gradient varying from 
some temperature less than 0°C at the top of the ice sheet, to 0°C at 
the phase front to 4°C at some location beneath the ice, a region called 
the thermocline. Below the thermocline the water is isothermal at 4°C. 
Any ice thickness prediction model must incorporate these physical 
features. 

The estimation of ice growth under either fixed or variable thermal 
conditions has been analyzed by a number of authors using either 
analytical [6, 7] or numerical [8, 9] methods. A relatively new nu
merical technique which has gained widespread interest involves the 
application of the finite element method to heat transfer problems 
[10]. The finite element procedure can accommodate complex 
geometries with fixed or variable temperature or heat flux boundary 
conditions. It also can be used for compound materials with nonlinear 
thermal properties. In addition, solution accuracy can be improved 
with refined meshes in the analysis. 

Although the use of finite element thermal analysis has increased 
rapidly, only a few authors [11,12] have included the feature of phase 
change and the analyses are confined to constant boundary conditions. 
The purpose of this study is to develop a finite element model for the 
prediction of ice thickness in an ice/water mixture subject to a general 
thermal environment, which may involve the prescribed surface 
temperature and convective boundary conditions. 

Fin i te E l e m e n t F o r m u l a t i o n 
The essence of the finite element method is to replace the contin

uous body by a finite number of elements of certain shapes inter-

Contributed by the Heat Transfer Division for publication in the JOURNAL 
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October 7,1980. 

connected at the apex or nodes. For the analysis of conduction of heat 
in a solid, an interpolation function is assumed for the temperature 
field within each element. Thermal equilibrium equations are then 
derived at nodal points in the discretized system. 

The analysis begins by assuming the temperature in an element to 
be related to its nodal temperatures by the following relation: 

T„,(r,t) = |bm(r )F |T( t ) | (1) 

where Tm(t, t), \T(t)} = temperatures in the element and at nodal 
points respectively; r = spatial coordinates; and \bm(r)} = interpolation 
function. 

Temperature gradients are given by: 

\Tm,i(r,t)} = \am(r)f{T(t)\ 

where 

\Tm,i(r> ' ) ! = element temperature gradient 

\am(r)\T = [bm,i(r)\T 

In order to insure the continuity of the temperature across the nodal 
points for the neighboring elements, the first variation of the func
tional proposed by Gurtin [13] with respect to \T(t)} has yielded the 
following heat balance equation for the discretized solid [10]: 

[C] (\T(t)\ - |T(0)|) + [K] • \T(t)} = \Q(t)} (2) 

in which [C] = L \Cm] 

[K] = L [X»] 
m = l 

M 

\Q(t)}= E (Qm(t)l 
(3a) 

are the corresponding overall heat capacitance, conductivity and 
thermal force matrices, and 

[Cm]= f Pm(r)Cm(r)\bm(r)}T\bm(r)}dVm 

[Km]= P \am(r)\[Km(r)]\am{r))T dVm 

%SVm 

[Qm(t))= f Pm(r)-qm(r,t)\bm(r)}'rdVm 

+ P Qim(r,t)ni\bm(r))TdSm (36) 
Jsm 

where pm,Cm, Kijm = mass density, specific heat, and thermal con
ductivity in an element; qm = heat generation rate per unit mass in 
an element; Q;"1 - prescribed heat flux conditions on the boundary 
of an element; Vm, Sm = volume and boundary surf ace of an element; 
ni = unit vector normal to the element surface Sm; and M = total 
number of elements in the system. 

It is clear that equation (2) is nonlinear since the material properties 
Km(r), pm(r) and Qm(r, t) and hence the matrices [K], [C] and j(J) 
are all dependent on the element temperature T. 
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By rewriting equation (2) into the following form: 

[C] | f} + [K] {T} = \Q) 

and expressing the above equation at time instants t and t + At, the 
difference of the thermal equilibrium states between these two in
stants with constant thermal properties is: 

[C] ( | t f + A t | - \ft)) + [K] (\Tt+At\ - \Tt\) = |Q t+At) - {Qt\ (4) 

The forward explicit finite difference scheme provides that: 

m+i(] - mi 
|T(+Atl 

At 

m + A ( ! - \tt] = ({Tt+Atl - [Tt})/6t - \tt] 

Equation (4) can thus be expressed as: 

[C] 

where 

Now, since \Tt\ = 

^+[K}\\ATt} = [C}\Tt\ + \AQt} 

|ATS) = \Tt+M\ - \Tt) and 

|AQ t | = {Qt+At! - IQtl 

\Tt\ - \Tt-At) 

(5) 

t - (t - At) 

\Tt) ~ \Tt-At\ 
\Tt\ 

At 

Finally, with |AT (_At) = \Tt] - [Tt-u\, one may express equation (5) 
in the form: 

[K*] \ATt) = \Qt*} (6) 

where the equivalent conductivity matrix, 

[K*]=g+[K] 

and the equivalent thermal force matrix 

i Q t * j = ^ { A T ( _ A t ) + (AQt) 

Implementat ion of Phase Change 
Direct integrations of the element heat capacity and conductivity 

matrices in equation (3) are feasible with the material's thermo-
physical properties varying moderately within each time increment. 
For the cases of melting or freezing process where these properties 
may vary drastically as shown in Fig. 1, problems likely will occur in 
the region of the phase change temperature, Tf. The latent heat re
quired for the phase change is mathematically represented by a Dirac 
function type variation of heat capacity of the material. This drastic 
change of material properties often causes serious numerical stability 
problems in the computation. 

This difficulty may be overcome by the technique proposed in [14] 
and adopted herein that the integral of heat capacity with respect to 
temperature is a smooth function of temperature even during the 
phase transformation. Hence the enthalpy of the material which is 
defined as: 

H(T)= P pC(T)dT 
J To 

is introduced in the computation. Having thus established an H—T 
curve, it is reasonable to interpolate the enthalpy in any element 
containing a phase boundary as follows: 

Hm(r,t) = \bm(t)f\H(t)} (7) 

where Hm(r, t), \H(t)\ = enthalpy in the element and at nodal points, 
respectively. 

Fig. 1 Graphic representation of material properly variations through 
change 

Further, since by definition 

pC = dH/dT 

the values of heat capacity at the particular integrating points for the 
phase transition element can be approximated by determining the 
enthalpy gradient with respect to temperature as: 

(pC)x 

lldiHm] /d\Tm] , d\Hm] / d |T m ) , d{Hm] / a | r , 

dx dx dy I dy dz V^) 
(8) 

Thus, for an element containing a phase boundary, the heat capacity 
PmCm can be determined by the following procedures: (i) Determine 
the nodal values of enthalpy \H(t)\ corresponding to the nodal tem
peratures \T(t)) from the temperature-enthalpy (H—T) curve; (ii) 
Evaluate equation (8) for {pC)x,y,z using the relationships: 

^ - ( H m ( r ) ) = ^ - | 6 m ( r ) F | H ( t ) ] 
dr,- dr; 

^-{Tm ( r ) | = ^ |b m ( r )F (T( t ) l i = l,2,3 

(iii) The element heat capacity can thus be evaluated by using equa
tion (8) and the following integral: 

[C"]= f (PC)w\bm(r)}\bmr}TdVm Jvm 
(9) 

Thermal Boundary Conditions 
Most freezing and melting of ice is caused by heat flows across the 

free surface. In addition to the prescribed surface temperature con
dition, the present analysis also handles other more general cases: e.g., 
natural and forced convective and radiative boundary conditions. 
Various boundary conditions can be accounted for in the analysis 
either by including the second integral in equation (36) in the deri
vation of the \Qm(t)\ matrix or by appropriate modifications to the 
jQ (t)j matrix in equation (3a) at a later stage. Since the present paper 
only dealt with the cases involving natural convection and prescribed 
temperature boundary conditions, only these two types of thermal 
boundary conditions will be presented as follows: 

Natural Convection. This condition applies when the air sur
rounding the contact ice surface is stagnant, or moving at a very low 
velocity. The heat flow across a boundary layer at the surface of the 
ice in the thermal force matrix is given by: 

Q = ah(Te - Ts) 

where a = area of the contact surface; h = heat transfer coefficient 
by natural convection; Te = temperature of the bulk fluid; and Ts = 
temperature of the contact surface. 

If the contact surface is between nodes i and j , in a finite element 
analysis, heat transfer across the surface may be approximated by 
concentrating the total heat flow through the boundary at the nodes 
i and j . If the temperature of the contact surface is taken as (T; + 
Tj)/2, then 

(10a) Qi = bc(Te - Tt) 

Qj = bc(Te - Tj) (10b) 
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where bc = Lth [Te - (T; + Tj)/2]/2; t = thickness of the element 
average (circumference of the surface ij in the axisymmetric case); 
and L = linear distance between nodes i and j . 

The additional heat flow across the boundary elements evident 
from equation (10) requires modification of both the conductivity and 
thermal force matrix in equation (2) by adding the following: 

K'u = Ku* + bc 

K'jj = Kjj* + bc 

Q'i =Qi* + bcTe 

Q'j = Qj* + bcTe 

where K'u, K'jj = diagonal terms corresponding to nodes i and j , re
spectively, in the modified overall conductivity matrix; Ku*,Kjj* = 
diagonal terms corresponding to nodes i and j , respectively, in the 
conductivity matrix; Q'i, Q'j = rate of heat flow at nodes i and j , re
spectively, in the modified heat flow matrix, and; Q;*, Qj* = rate of 
heat flow at nodes i and j , respectively, in the corresponding nodes 
i and ;', respectively. This procedure can be applied repeatedly for all 
the free convection boundary elements. 

Prescr ibed Surface Tempera tu re . This boundary condition 
can be handled by assuming an imaginary super-conductive element 
connected to the node for which the temperature is specified. Suppose 
the temperature at node i is prescribed to be T;°, then the appropriate 
modifications are: 

K'u = e (11a) 

Q'i = eTi° (lib) 

where e = 2 m = i
N (Kmm* X 106); N = total number of nodes with 

prescribed temperature in the system; and Kmm* = diagonal elements 
in the overall conductivity matrix. 

Solution Procedures 
The procedures of the numerical solution for the finite element 

formulations is similar to that outlined in [i0] except for the phase 
change algorithm. A certain change of the computational sequences 
were also made for the convenience of coupling with the mechanical 
analyses, although the mechanical analysis was not involved in the 
present investigation. The procedure for the thermal analysis can be 
outlined as follows: (1) initialize nodal temperatures; (2) form [K], 
[C] and \Q\ matrices according to equation (3) with the selected 
thermal material properties based on the element temperatures ob
tained from the previous step. For elements undergoing phase change, 
the element heat capacity matrix [C] must be computed according 
to equations (7,8) and (9); (3) form the equivalent conductivity matrix 
[K*] in equation (6); (4) triangularize [K*]; (5) modify [K*] for pre
scribed surface temperature condition following equation (11); (6) 
calculate the equivalent thermal force matrix \Qt* j from equation (5); 
(7) modify \Qt*} for applicable boundary condition, e.g., in equation 
(10); (8) adjust [K*] corresponding to Step (7); (9) solve for the nodal 
temperature increment at time t, \ATt] from equation (6); (10) cal
culate the nodal temperature \Tt\ = (Tt_At! + |ATV|; (11) repeat the 
same procedure for the next time increment. 

Results and Discussion 
The finite-element formulations outlined above have been imple

mented into an existing thermoelastic-plastic stress analysis code 
TEPSA. This code handles simplex elements of axisymmetric and 
plane geometries. The detail description of this code can be found in 
[15-17]. 

The revised code was first used to reproduce the analytical results 
described in [14] for the fusing of ice with prescribed surface tem
perature. Identical thermophysical properties, model and element 
sizes were used. The TEPSA code gave essentially identical results 
to those derived in [14]. 

In order to further check the validity of the TEPSA code, two ex
periments were performed to verify the results predicted by the 
code. 

In the first experiment, the water was placed in a thermally insu-

COLD ROOM AT - I 4 ° C (6 .8°F ) 

, HEAT FLOW 

Fig. 2 Sample for ice fusion experiment 

Table 1 Measured ice surface temperature and heat 
transfer coefficient 

Time Surface Temperature Heat Transfer Coefficient 
(hours) Ts (°F) h (BTU/in s °F) X lO ' 6 

27.3 
25.9 
23.9 
23.0 
21.9 
21.0 
20.5 
19.8 
18.7 
18.3 
18.0 
14.7 

7.8 
7.6 
7.0 
6.1 
6.1 
5.9 
5.7 
5.9 
6.0 
5.9 
5.9 
8.8 

Ambient temperature = 6.8°F 

lated cylindrical container with its top surface exposed to the air at 
6.8°F in a cold room as.illustrated in Fig. 2. Temperatures at five 
stations along the axis of the cylinder including one on the ice/air 
interface were measured at various intervals. The measured surface 
temperature and the corresponding surface heat transfer coefficient 
h are given in Table 1. Both Ts and h were used as separate boundary 
conditions in the finite element analysis. 

Since the container was considered to be perfectly insulated with 
no radial heat flow, a simple one-dimensional finite element ideali
zation was used first as illustrated in Fig. 3. Other input information 
to the finite element analysis included the thermal properties of ice 
and water as shown in Fig. 4. The locations of the phase front within 
any element was obtained by extrapolating the temperature gradients 
from the closest ice element. Since quadrilateral elements of the size 
of 0.5 in. X 0.5 in. were used in this analysis, comparison of the nu
merical and experimental results begins only after a thin layer of ice 
of one element thickness had been formed. The nodal temperature 
variation in the ice/water mixture at this state is given in Fig. 3. This 
"pre-freezing" was necessary as the present analysis has not yet been 
modified to handle the natural convection of water before reaching 
the density extremum temperature. 

In Fig. 5 the comparison of the analytical results obtained by the 
TEPSA codes and the measured ice thickness at various instances is 
shown. It is interesting to observe that both types of boundary con
ditions, i.e. using prescribed surface temperature, Ts in Table 1; and 
the convective conditions with h and the surrounding air temperature 
6.8°F gave virtually identical results. The predicted results with the 
assumed thermally insulated condition for the sides and bottom 
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Fig. 3 Finite element idealization for one-dimensional fusion of ice 
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agreed well with the measured values up to the first 48 h into the ex
periment. Significant discrepancies however began to develop 
thereafter. These discrepencies were due largely to the fact that heat 
lost through the sides and bottom of the plastic container became 
significant when more ice was formed in the container. This phe-, 
nomenon violated the perfect thermal insulation boundary condition 
used throughout the entire analysis. 

An attempt was then made to account for this heat loss by ex
tending the finite element model in Pig. 3 in the radial direction to 
include the thermal insulation material as illustrated in Fig. 6. The 
initial condition, element size and the axial dimension of the model 
remained unchanged. However, a slight reduction in the radial di
mension to the real specimen was made in the model in order to reduce 
the total number of elements used in the computation. The loss of heat 
through the insulation material in the radial direction was accounted 
for by applying a small convective heat transfer coefficient of 10-8 
Btu/in2-s-°P. The properties of the insulation material were assigned 
to be: thermal conductivity: 5 X 10~6 Btu/in-s-°F; specific heat: 0.25 
Btu/lb-°F density: 0.025 lb/in.3. 

The computed ice thickness at various instants are shown in dotted 
line in Fig. 5, which correlate extremely well with the measured values 
except at the very end of the experiment. 

Since TEPSA code was primarily developed to handle multi-di
mensional analysis, a numerical and experimental study involving 
the presence of an oil slick in the ice fusion was conducted. Figure 7 
depicts the experimental arrangement of the case. Ice was to be 
formed in a rectangular tank of 11 in. X 24 in. X 12 in. deep. The tank 
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X 
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-Specimen Frozen Solid-

Legend i 
TEPSA with perfect 
insulated boundaries 
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loss through sides 

X X Measured ice thickness 
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Fig. 4(a) Properties of ice and water 
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Fig. 5 Comparison of results on ice fusion rate 
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Fig. 4(b) Variation of enthalpy of ice during phase change 

Fig. 4 Thertnophysical properties of ice and water 

z 

2 0 " 

19.5 

19 

18.5 

18 

2 .0 

1.5 

1 .0 

0 . 5 

7=r> 

i 

I C E / W A T E R 

274 

253 

22 

15 

8 

1 

9 

2 3 4 

^ INSULATOR 

5 

13 

6 

280 

259 

28 

21 

14 

7 

0.5 1.5 2.0 3.5 R 

Fig. 6 Finite element idealization for ice fusion with radial heat loss 
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INITIAL OIL 
TEMR = 2 7 ° F - , 

TOP VIEW 

ELEVATION 

(with front insulator removed) 

Fig. 7 Experimental set-up for Ice fusion with oil cover 

was made of lexan plastic and was thermally insulated by 10 in. thick 
styrofoam panels on the sides. A portion of the front insulation panel 
could be removed so that the position of ice/water phase front could 
be visually measured. An initial 1 inch thick ice was grown in the 
container and then a small amount of No. 1 crude oil was poured onto 
the ice surface in a half circle configuration such that its diameter 
coincided with the front edge of the tank. Figure 8 shows the finite 
element idealization of the experimental configuration. The input 
initial nodal temperatures indicated in Pig. 8 and the prescribed 
surface temperatures for TEPSA code were obtained from the ex
perimental measurements. The thermophysical properties for the oil 
used in the analysis are shown in Fig. 9. As indicated in Fig. 10, the 
calculated ice thickness show excellent agreement with the experi
mentally measured values at the locations directly beneath (r = 0 in.) 
and away from (r = 10 in.) the oil slick. 

It was found in the present investigation that among several factors 
which affect the accuracy of the analysis, the time step size and the 
size of the phase transition temperature are most critical. However, 
due to the rather long-term characteristics of the freezing problems 
observed experimentally, a relatively large time step size of 60 min 
was used for all numerical solutions obtained in this paper. In addi
tion, a 0.9°F width was chosen for the temperature-enthalpy phase 
transition zone such that, with the above-noted time step and element 
sizes, the maximum change of any nodal temperature for an element 
was less than the phase transition width. This ensured that the en
thalpy values at the integrating points for any element in the model 
would follow the H-T curve through the phase transition zone. The 
temperature changes for elements undergoing phase change were such 
that the spacial enthalpy and temperature derivatives at the start of 
any time step closely approximated the slope of the H-T curve in the 
transition zone as shown in Fig. 4(b). Thus for the given thermal load, 
time step and element size in this analysis, a proper phase transfor
mation heat balance was preserved and accurate results were ob
tained. It was felt that the marginal increase in the accuracy for the 
phase front prediction by using a smaller time step size and a reduced 
width of the phase transition zone was not warranted as far as the 
computing costs were concerned. The three time step solution men
tioned in [14] was adopted initially for the solution procedure here. 
However, as noted in [18] and also observed here, the temperature 
oscillations were such that the three time step algorithm had to be 
abandoned, and the time step procedure as described previously was 
employed. 
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The extension of the finite element model in Fig. 3 was necessary 
to ensure that the far field temperature would not vary significantly 
during the freezing of water in the container. Significant variation of 
the far field temperature had shown to cause numerical instability. 
Much smaller element size, time steps and phase change temperature 
zone would have to be used, which undoubtedly would drastically 
increase both the computational cost and effort. 
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An Experimental Inwestigation of Ice 
Formation around an Isothermally 
Cooled Cylinder in Crossflow 
The problem of steady-state, two-dimensional ice formation around an isothermally 
cooled circular cylinder in a crossflow is studied experimentally for the ranges of Reynolds 
numbers, Red, 2.3 X 102 to 8.6 X 104 and cooling temperature ratios, dc, 6.3 to 75.8. The 
local and average heat transfer coefficients at the ice-water interface are obtained from 
measured ice profiles by using a series solution of the Laplace equation in the ice. Correla
tion equations for the average heat transfer are obtained for three regimes of Reynolds 
numbers. A correlation is also obtained for the cooling capacity that can be stored in the 
ice layer around a cylinder. 

1 Introduction 
The classical Stefan problems or free boundary problems in which 

the diffusive processes control the change of phase of a materia] occur 
in many scientific and engineering problems involving natural phe
nomena and industrial processes. Recent extensions of the Stefan 
problem motivated largely by practical applications consider such 
real effects as convection (free and/or forced), flow regime (laminar 
or turbulent), maximum density, supercooling, geometrical configu
rations, multidimensionality and other physical effects involving ei
ther external or internal flow situations. Because of the difficulty in 
obtaining the analytical solutions for some of these free boundary 
problems, numerical solutions using either finite-difference or finite 
element technique have increasingly been used. 

For many of the more difficult free boundary problems not even 
numerical techniques are entirely adequate and one must resort to 
experimental investigations. This appears to be particularly true of 
the problems where a flow separation, transition to turbulence or a 
turbulent flow may exist. In such situations [1-4] new phenomena 
such as unstable behavior, not anticipated by theoretical calculations 
have been observed. Extensive experimental investigations of ice 
formation in the presences of forced convection flows in pipes [3, 5, 
6] and along flat plates [2, 7, 8] have been reported. In contrast, only 
a very limited number of experimental results have been reported for 
the case of freezing around a cooled pipe in cross flow [9,10] and these 
results exist only at rather low Reynolds numbers—less than 103. 
Theoretical predictions of ice growth around a cylinder exist only for 
the case of conduction heat transfer [11-13]. On the other hand, forced 
convection around a horizontal circular cylinder without phase change 
is one of the basic problems in convective heat transfer and has been 
studied extensively by many investigators. 

When an isothermally cooled long horizontal circular pipe with a 
wall temperature below the freezing temperature (Tw < 0°C) is im
mersed in a flowing water at a uniform temperature T„ > 0°C, the 
two-dimensional transient solidification problem arises. In this initial 
process, the latent heat of fusion is released at the ice-water interface 
and the ice thickness increases until a steady-state is reached. For the 
range of experimental conditions in this study, the steady state con
dition is approached within the order of hours after the initiation of 
cooling process. In the transient process, the latent heat, the con
vective heat at the interface and the heat removal to subcool the ice 
are conducted through the solid into the cooling pipe wall. A steady-
state is reached when the convective heat transfer is balanced by the 
conduction heat transfer at the interface. It is the shape of this steady 
state interface and the convective heat transfer rate at it that will be 
studied here. 

1 Present address: Department of Mechanical Engineering, Kitami Institute 
of Technology, Hokkaido, Japan. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by The Heat Transfer Division 
December 31,1980. 

2 Experimental Apparatus and Procedure 
Experiments were conducted in a closed loop water tunnel having 

a test section in a form of rectangular plexiglas channel, measuring 
25.4 cm wide, 45.7 cm high and 213.4 cm long [4]. A smooth converging 
entrance section provides a uniform flow to the section and the ve
locity can be varied in the range U„ = 1 cm/s to 5 m/s. The tempera
ture of the water can be controlled at any value between room tem
perature and near 0°C by means of a refrigeration and heat exchanger 
system. The copper test cylinder (38.1 mm o.d., wall thickness 1.5 mm 
and length 254 mm) was placed horizontally in the test section. A 
schematic of the test cylinder details is shown in Fig. 1. To promote 
turbulence of the coolant (a mixture of glycol, alcohol and water) in 
the test cylinder for high heat transfer, a coiled spring was inserted 
in the annular space. The coolant was circulated at a high velocity 
between the test cylinder and a temperature controlled bath with a 
temperature range 0 ~ —25°C. The inlet and outlet temperatures of 
the coolant at the test cylinder were within 0.1°C. The two-dimen
sionality of the flow and temperature fields around the horizontal 
cylinder were confirmed by the, observations that the ice contour 
around the cylinder was axially uniform except for a small region near 
the wall of the rectangular test section. 

The calming section with screens is located at a distance 3 m up
stream of the test cylinder. Three sizes of screens, M = 22 mm, dg -
1.5 mm, M = 3.5 mm, dg = 0.7 mm, and M = 0.6 mm, dg = 0.15 mm, 
where M = mesh size and dg = wire diameter, were employed in the 
present experiments. The free stream velocity and turbulence level 

I Viewing 
Direction 

- Test Section Walls 

Water 
Flow 

R 

E -Roughness 
Elements 

Fig. 1 Test cylinder 
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were measured at a location about 10 cylinder diameters upstream 
of the test cylinder using a laser Doppler anemometer system (15 
mW). The turbulent intensity Tu = (U'^VUa, was estimated from 
the streamwise component of the free stream velocity fluctuation. The 
free stream temperature was also measured at the same location. 

After reaching a steady state for the given experimental conditions 
(coolant temperature or the cylinder surface temperature, free stream 
velocity and temperature), the ice contour was recorded photo
graphically. The data reduction for the local heat transfer coefficient 
at the ice-water interface and other heat transfer results is based on 
the photographic record of the ice profile. In this study, the ranges 
of the experimental conditions were (see Table 1): free stream velocity 
U„ = 1.02 ~ 397 cm/s; free stream turbulence intensity Tu = 0.3 ~ 
4.0 percent; free stream water temperature Ta = 0.25 ~ 2.7°C; cyl
inder surface temperature Tw = —5.8'—24.2°C; Reynolds number 
based on cylinder outside diameter Red = 2 X 102 ~ 9 X 104; and 
cooling temperature ratio 6C = 6.3 ~ 75.8. 

3 Analysis of Temperature Field in Ice Layer and the 
Determination of Local Heat Transfer Coefficient at 
the Ice-Water Interface 

By noting that the cylinder surface temperature Tw and the freezing 
temperature Tf = 0°C are known, the two-dimensional temperature 
field of the steady state ice layer can be obtained by a point-matching 
technique using the exact solution of the Laplace equation in polar 
coordinates. Past experience [14] suggests that the simple point-
matching method will yield sufficiently accurate approximate solution 
for the present Dirichlet problem involving annular geometrical 
configuration with a circular inner boundary and a fairly compact 
outer boundary. 

Defining the dimensionless quantities 8 = (T — Tw)/(Tf — Tw) and 
r = R/R-L for temperature and radial coordinate, the Laplace equation 
becomes (see Fig. 2) 

1 d2fl 

r2 a*2 ~ °' 

The boundary conditions are: 

6 = 0 (T = Tw) at r = 1 (cylinder surface) 

8 = 1 (T = Tf) at r = R2Wi (interface). 

Assuming symmetry of the ice layer profile with respect to the hori
zontal axis, only the upper half of the ice layer needs consideration. 
Using the exact series solution of equation (1) given in [15] for the 
present problem and satisfying the boundary condition at the cylinder 
surface (R = i?i) exactly, the solution can be shown to be 

d20 1 i)8 -—- + + -
dr2 r dr r-° 

(1) 

(2) 

0 = 6 o l o g r + £ [an{rn - r~n) cos n<t>]. 
n = l,2,3,. . . 

(3) 

The unknown coefficients ho> in for the complementary solution in 
equation (3) can be obtained by a point-matching method satisfying 
the boundary condition 8 = 1 at the ice-water interface at twenty 
equally angular spaced points along the upper ice profile AB (see Fig. 

2). For the solution of Laplace equation, it is known that the maximum 
error occurs at the boundary. Calculations were made for n = 20, 30 
and 40. In view of the rather small difference in results among the 
three cases, n = 20 was selected in this study. With n = 20, the max
imum boundary errors for 8 at the interface were found to be less than 
1 0 - 6 for some extreme cases. In most cases the maximum boundary 
errors were negligibly small, being the order of 10~9 or less whereas 
the exact boundary value is 8 = 1. This observation confirms the 
convergence of the solution. 

With the temperature field for the annular ice layer available, the 
local and average heat transfer coefficients at both the ice-water in
terface and the cylinder surface can be computed readily. At 
steady-state, a heat balance at the interface gives 

h (T„ - Tf) - ki 
dT 

dn 
•0. 

R=R2 
(4) 

In terms of the dimensionless quantities 8 and r defined earlier, the 
local heat transfer coefficient hn^ can be written as 

(Tf-Ta) 1 
(T„ - Tf) Rt 

sin(f - 0) d8 

r2 d<p 

+ cosO/* — 4>) 
d0 

dr 
(5) 

where the angle \j/ is defined in Fig. 2. The direction of the external 
normal n at any point on the ice-water interface was determined by 
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Table 1 Range of parameter values for experiments 

•Nomenclature* 
As = cross-sectional area of ice 
on, bo = coefficients of series solution in 

equation (3) 
cp = specific heat 
Ds = effective diameter of ice near forward 

stagnation point 
D 

max — maximum diameter of ice layer pro
file 

d = cylinder diameter 
Ore. = Grashof number based on Ds 
H = height of rectangular test section 
hm, hn%$ = average and local heat transfer 

coefficients 
ki,kw = thermal conductivities for ice and 

water 
L = latent heat of fusion per unit volume 

Nud, NUDS = Nusselt numbers, hmd/kw (av
erage), and (h)^=oDs/kw (stagnation 
point) 

Pr = Prandtl number 
Q = cooling capacity stored in ice layer per 

unit axial length 
Q' = nondimensional cooling capacity 
R,Ri, Ri = radial coordinate, outside radius 

of cylinder and radial coordinate of ice-
water interface 

Red, Rec s = Reynolds numbers, U^d/v, 
U„Ds/v 

r - dimensionless radial coordinate, R/Ri 
T = temperature 
Tf,Tw,T„ = freezing temperature of water, 

surface temperature of cylinder and free 

stream temperature 
Tu = longitudinal (streamwise) turbulence 

intensity, (U'2)^IU„ 
{/« = free stream velocity 
(fj/2)i/2 = r m s — v a l u e 0f longitudinal fluc

tuating velocity component 
7s = density of ice 
8 = dimensionless temperature, (T — Tw)l(Tf 

-Tw) 
8C = cooling temperature ratio, (Tf - Tw)l 

(To. - Tf) 
v = kinematic viscosity 
4> — angular position measured from forward 

stagnation point 
ip - angle defined in Fig. 2 
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(a)

Red - 2.08 x 10'
ge - 10.9

Flg.3 Photographs 01 Ice layer (light coloured region) around the cylinder
at various Reynolds numbers. Flow regions Indicated were obtained by an
Interpretation 01 the local heat transler coefficient variation around the cyl
Inder

highest Reynolds number, Red =5.82 X 104, and again comparing
with the results for a circular cylinder [16] would suggest the following.
From'" = 0 to 70 deg a laminar boundary layer exists. At'" = 70 deg
a laminar separation occurs followed by a separation bubble from ep
= 70 to 100 deg. At rjJ "" 100 deg the flow reattaches as a turbulent
boundary layer which develops along the ice until ep "" 140 deg where
it separates. By way ofcomparison it is interesting to note that for flow
on an ice layer grown on a flat plate the transition from laminar to
turbulent flow also occurred, except for very thin ice layers, via a
separation bubble [2].

The intermediate Reynolds number, Red = 1.88 X 104, is ap
proximately the lowest Reynolds number for which a reattachment
of the flow as a turbulent boundary layer is implied by the ice profile
shape. For this condition the variation of local heat transfer rate with
increasing rjJ undergoes a sharp change in slope and possible short
period of decrease near rjJ = 130 deg which may indicate a possible
reattachment before the wake region develops. For a circular cylinder
one would normally not expect that a turbulent boundary layer would
exist below a Reynolds number of about 4 X 105. Even using the
maximum diameter of the ice to calculate the Reynolds number,
Revmax, the value is only 3.9 X 104 when a turbulent boundary layer
is implied on the ice. This is quite consistent with the observations
for transition on a flat plate with ice growth in that there the transition
was also observed to occur at as much as an order of magnitude lower
Reynolds numbers than for a plate without ice [2]. The reason for this
appears to be related to the fact that the transition on the ice occurs

(c)

(b)

Red -'.88xlO·
9c - 75.8

ri0d - 5.82 x 10·
ge - 63.2

Flow-
LBminar Separation

L",mlnar Separation

Turbulent
Separation

Fig. 2 Definition 01 variables and coordinates used

considering the cord subtended by the two neighboring points located
at ±2.5 deg from an angle rjJ. By using equation (3) the heat transfer
rate through the cylinder surface (R = Ril can be found by integra
tion. On the other hand, the heat transfer rate through the ice-water
interface can be obtained by using Simpson's rule for integration. The
agreement between the two results was found to be within 1 percent
in all cases confirming the accuracy of the present method of deter
mining the local heat transfer coefficient. Precision in measuring the
ice layer thickness is an important factor in the present method for
determining the temperature field of the ice layer. In order to mini
mize the measuring errors the photographs of the ice layer were en
larged two to three times the actual size.

4 Experimental Results and Discussion
4.1 Steady-State Ice Layer Profile and Local Heat Transfer

at the Ice-Water Interface. Photographs in Fig. 3 show the shape
of the steady-state ice buildup on the cylinder for three different
conditions of flow and temperature, Red and (Jc. They represent
typical results for (a) "low", (b) "moderate", and (c) "high" Reynolds
numbers in the range accessible to the present experiment. Since the
ice was symmetrical only one half, the upper half, of the ice layer is
shown in each case.

To understand the shape of the ice profile it is useful to simulta
neously look at the variation of local heat transfer around the cylinder
that it implies. Figure 4 shows the calculated local heat transfer rate
obtained by solving the Laplace equation in the ice layer as described
previously. The three results shown are for the same conditions as
existed in the photographs in Fig. 3. The ice layer profiles measured
from the photographs are also plotted on this figure for reference.

By examining the ice layer profiles and by comparing the variation
in local heat transfer with that observed in a circular cylinder some
speculations can be made about the implied flow regimens around the
ice. At the lowest Reynolds number, Red = 2.08 X 103, the flow field
is quite simple. From the front stagnation point, rjJ = 0, to rjJ "" 120 deg
appears to represent a laminar boundary layer development. At 4> ""
120 deg this boundary layer separates and the region 4> = 120 to 180
deg represents the wake flow. The laminar separation was always very
clearly evident on the ice surface because it resulted in a sharp line
on the ice surface where an apparently discontinuous change in the
slope of ice layer occurred.

For a circular cylinder the laminar separation point would occur
around 4> = 80 deg.lt is, however, rather meaningless to compare the
angular positions on the ice cylinder with those of a circular cylinder
since the ice grossly distorts the cylinder from a circular shape. In fact·
the ice surface in the laminar flow region shapes up more like a par
abolic cylinder than a circular one. A more meaningful comparison
may be made on the basis of the angle 'I{! in Fig. 2-the angle between
the local normal to the ice and U~. For the ice surface just upstream
from the separation point 'I{! R> 82 deg which is very similar to the case
for the circular cylinder.

At higher Reynolds numbers the flow regimens are more difficult
to interpret. Examining the val'iation of the local heat transfer for the
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Fig. 4 Variation around the cylinder of the thickness of the Ice layer and the 
local heat transfer coefficient that was calculated from It 

v i^a separation bubble. The "trigger" for the separation, a sharp 
change in the ice profile, is produced by the change in local heat 
transfer coefficient that occurs at the separation point. The separation 
is thus a self-reinforcing phenomenon that can induce a transition on 
the ice surface at Reynolds numbers considerably lower than what 
are usually required for a transition on a smooth surface. 

4.2 Local Heat Transfer around the Forward Stagnation 
Point. From the photographic results of the ice layer profile around 
the isothermally cooled cylinder, it is found that the ice-water inter
face can be approximated by a circle near the forward stagnation point 
with a maximum deviation of ±1.5 percent within the angular position 
<f> < 45 deg. In this region the heat transfer rates may be compared to 
those for a circular cylinder. Forced convection from a circular cyl
inder with constant wall temperature has been studied by Squire [17] 
and Schmidt and Wenner [18] and many others. Schmidt and Wenner 
[18] provide the following experimental correlation equation for the 
local heat transfer coefficient near the forward stagnation point 

— = 1.14 1 Pr0-4 

k \ v 

U> degV 

( 90 I 
i < 80 deg (6) 

The stagnation point Nusselt numbers (NU)DS = (h)$=o Ds/kw, Ds 
= diameter of a circle near the forward stagnation point, from the 
present experiments are shown in Fig. 5 and the results are compared 
with theory [17] and correlation equation (6) [18]. Although some 
scatter of the experimental data exists depending on the experimental 
conditions, the present results are in very good agreement with those 
in [17,18]. 

At this point it is of interest to consider the various factors which 
might contribute to the scatter in the present results and to differences 
in results among various investigations. 

(a) Variable Property Effects. Since the temperature difference 
between the ice surface (0°C) and the free stream is less than 2.7°C 
in the present investigation, one would not expect the effect of variable 
viscosity to be significant [19]. The main problem comes in comparing 
the present results with other results obtained using air as a working 
medium. Scaling the data used Pr0-4 as opposed to a Pr1 '3 correlation 
results in a 20 percent difference in the predictions with the former 
giving the best agreement. 

(6) Channel Blockage Effect. The blockage ratio Dmca/H where 
£*mai is the maximum diameter of the ice and H is the height of the 
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Fig. 5 Comparison of the heat transfer rate at the forward stagnation point 
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Fig. 6 The effect of free stream turbulence on heat transfer at the forward 
stagnation point 

test section reached a maximum value of 0.23. When the results are 
plotted against blockage ratios no significant trend in the data could 
be observed. 

(c) Free Convection Effect. The buoyancy effect in mixed 
laminar convection around the horizontal cylinder can be estimated 
using the parameter |Gr | /Re2 [20]. Using the lowest free stream ve
locity U„ = 1.02 cm/s and the maximum AT = 2.7°C in this study, 
the value for | (Gr)rjs | Re2c s is found to be 0.64 and the effect of free 
convection on heat transfer result is estimated to be less than one 
percent. It is noted that the free convection effect becomes significant 
when the parametric value is greater than 1.92 [20]. 

(d) The Effect of Longitudinal Vortices. In the range of Reyn
olds numbers Reo s considered in this study, one may expect the ap
pearance of the longitudinal vortices near the forward stagnation point 
[21]. However, the visual observation shows that no traces of the 
longitudinal vortices on the ice surface can be detected. 

(e) The Effect of Free Stream Turbulence. The effect of free 
stream turbulence on stagnation point heat transfer result for the 
present problem has been studied by Kestin and Wood [22], Smith 
and Kuethe [23], Brun, et al. [24], Seban [25], Appelqvist [26], Kayala 
[27] and others. The results from this study and previous results are 
plotted in Fig. 6 in the form of modified Frossling number F r* = 
(2Vu)Ds/ReDs1/,2/(Pr)0'4 versus the parameter involving turbulent 
intensity Tu(Re)£>s

1''2 for comparison. The modified Frossling number 
is used in order to compare the present data with the existing data for 
air. It appears that the empirical correlation of Kestin and Wood [22] 
and the semiempirical correlation of Smith and Kuethe [23] predict 
the general qualitative trend for the present data and the present data 
are consistent with previous data when turbulence is accounted 
for. 
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Fig. 7 The influence of the ice layer on the average heat transfer rate to the 
cylinder 

4.3 Average Heat Transfer. The average Nusselt number Nud 

as a function of Reynolds number is shown in Fig.7 where the results 
from Okada, et al. [10] for low Reynolds number range are also plotted 
for reference. The experimental correlation equations for the average 
Nusselt number Nud using the parameters Red and 6C are obtained 
by using the least square method. The results are: 

Nud = 1.46 Red
a4670c°-31i, 2 < BC < 20, Red < 5 X 103 (7) 

Nud = 0.289 Re/ - 6 3 7 ^ 0 - 1 5 1 , 6 < 0C < 76, 5 X 103 < Red < 5 X 104 

(8) 

Nud = 0.0756 Red°-7 9 20 c
a U 2 ,40 < 8c < 65, Red > 5 X 104 (9) 

In the low Reynolds number range Red < 5 X 103 the standard de
viation of the experimental data from equation (7) is ±11 percent. In 
the range 5 X 103 < Red < 5 X 104, where the influence of the turbu
lent boundary layer appears, the experimental data deviation from 
equation (8) is 7 percent. For Red > 5 X 104, one lacks sufficient ex
perimental data, but the data agree with equation (9) within ±5 
percent. 

Also shown on Fig. 7 is the standard correlation used for cylinders 
without ice [28]. It can be seen that this value is reached for 6C = 2 in 
equation (7) and 6C « 10 in equation (8). These values of 6C represent 
the lower limit of the applicability of these correlations. 

4.4 The Amount of Ice Growth around the Cylinder. In ap
plications where cooling capacity is stored by growing ice, for example 
in some types of water chillers, an important factor to know is the total 
amount of cooling capacity stored in the ice. The storage, Q, per unit 
length of pipe is then 

Q = ysL As (10) 

where As is the cross-sectional area of ice. In this equation the sensible 
heat storage has been neglected as it is usually small compared to the 
latent heat of fusion. Equation (10) can be rewritten in a dimensionless 
form as 

ird2ysL •wd'1 

In Fig. 8, Q' has been plotted as a function of the parameter Red/0c
2 . 

This parameter would be expected to be a precisely valid correlation 
parameter only if the flow was entirely laminar [7]; however, it appears 
to be reasonably effective in this case as well. The correlation equation 
is given by 

Q' = 11.2 (Red/0c
2)-°-612. (12) 

In the range 3 < Red/0c
 2 < 50 the standard deviation between the 

experimental data and equation (12) is ±11 percent. 
For the values of Re d /0 c

2 much greater than 50 the ice layer be
comes too thin for accurate measurement; however, the one data point 
that was taken at a value of 300 suggests that the correlation will 

~"l i i i l i 1 1 — [ 1 1—r l M I L 

l a V P r a , ^ Q ' = 10.6 1 Re d / f l c
2 r 0 ' 6 1 2 
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Fig. 8 The nondimenslonal cooling capacity stored In a steady state Ice layer 
around a cylinder 

underpredict the extent of ice growth for very thin layers. At the other 
limit that is Red/0c

 2 ->- 0 (Red -* 0 or 6C -* °°) one must consider free 
convection effects. If required the mean ice cylinder diameter can be 
calculated from equations (11) and (12). 

Concluding Remarks 
It was found that the local and average heat transfer rates at the 

ice-water interface of an ice layer grown on a circular cylinder could 
be determined directly from a photograph showing the shape of the 
ice layer. The calculation involved first solving for the temperature 
field in the ice using a point matching method and then extracting the 
temperature gradients and heat transfer rates at the ice-water in
terface. The method was simple and convenient to use and thus may 
find application for other geometries where ice growth is studied. 

Using the rather simple technique results were obtained for the 
variation in local heat transfer over the ice surface in various Reynolds 
number regimes between Red = 2.3 X 102 to 8.6 X 104. The local heat 
transfer results can be used to imply points of flow separation and 
transition on the ice. From the present results it would appear that 
a laminar to turbulent boundary layer transition occurs on the ice 
layer around a cylinder at Reynolds numbers as much as an order of 
magnitude lower than it would for a circular cylinder without ice. This 
observation is consistent with previous observations of transition on 
an ice layer grown on a flat plate and appears to be due to the inter
action of the flow and the shape of the ice layer. 

Correlations were obtained for the average heat transfer coefficient 
to a cylinder with ice growth and for the total quantity of cooling ca
pacity that could be stored in the ice. 
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Quasi-Steady-State Temperature 
Distribution in Periodically 
Contacting Finite Regions 
Heat transfer across two surfaces which make and break contact periodically according 
to a continuous regular cycle is investigated theoretically and exact analytical solutions 
are developed for the quasi-steady-state temperature distribution for a two-region, one-
dimensional, periodically contacting model. The effects of the Biot number, the thermal 
conductivity and thermal diffusivity of the materials and the duration of contact and 
break periods on the interface temperature and the temperature distribution within the 
solids are illustrated with representative temperature charts. 

In troduct ion 
The subject of heat transfer across metallic surfaces held in contact 

permanently has been extensively explored both experimentally and 
theoretically [1-7]. However, information on heat transfer across 
solids which are brought into contact and then separated in a con
tinuous cycle is not readily available, despite the importance of this 
problem in numerous engineering applications. Examples of heat 
transfer across solids include: heat transfer from the exhaust valve 
of an internal combustion engine, which travels via seating; the heat 
transfer between workpiece and die in repetitive hot metal defor
mation processes; the temperature behavior of the walls of internal 
combustion engines, and many others. 

Very little work is available in the literature on the theoretical in
vestigation of heat transfer across periodically contacting surfaces. 
An analog computer method of solution was used to analyze the 
one-dimensional model, first, for perfect thermal contact condition 
[8] and later for imperfect thermal contact condition [9] during con
tact. An approximate method of analysis was applied [10] to solve the 
problem considered in reference [8] under quasi-steady-state condi
tions. More recently [11], the finite integral transform technique was 
successfully applied to reduce the analysis of the quasi-steady state 
heat transfer problem of a single region to the solution of a system of 
matrix equations for the transform of the temperature. 

In the present analysis, we apply the finite integral transform 
technique to solve the problem for two finite periodically contacting 
regions, with imperfect thermal contact at the interface. 

Mathematical Formulation 
We consider two surfaces which are undergoing a continuous, reg

ular cycle of contact and separation with the cycling process continued 
sufficiently long for the quasi-steady-state conditions to be estab
lished. Figure 1 illustrates the geometry and the coordinates for the 
two parts of the cycle, with the regions open during period-1 and 
closed during period-2. The surfaces remain separated for a time 
period of t i and come into contact for an amount of time t%. We as
sume that: the bars are insulated laterally so that no heat transfer 
takes place from the sides; the two bars have identical cross-sectional 
areas; the bars may have different but uniform thermal and physical 
properties; when the bars are brought together, there may be a ther
mal contact resistance between the surfaces; when the surfaces are 
separated by a small distance, a convective heat transfer takes place 
with an environment at a specified temperature; at the two noncon-
tacting ends of the bars, heat transfer is by convection; and the 
quasi-steady-state condition is established. 

Our interest in this problem is in the determination of the tem
perature distribution through the bars and the temperature of the 
contacting surfaces as a function of time during both the open and 
the closed cycles. 

Contributed by the Heat Transfer Division for publication in The JOURNAL 
OP HEAT TRANSFER. Manuscript received by The Heat Transfer Division 
January 30,1981. 

The mathematical formulation of this problem given below in
cludes, for generality, heat generation within the bars. The governing 
differential equations and the boundary conditions for the open and 
closed periods are now summarized. 
Equations for Period-1, 0 < t < t\, (open) 

- r i - + r*'"(1)( ie>t) = ~T~' i n L i - 1 < x < L i (la) 
ox* ki at ot 

dTi^(Lt-ht) -kt 

ki 

ox 

dTi(»(L;,t) 

+ a i<
1)T i( i)(L i_1 , t )=u i(«(t) (16) 

ox 
+ 6,-(1>Ti(i)(Li,t) = u1-<

1>(t) 

Tim(x,0) = FiV(x) 

(lc) 

(Id) 

where the subscripts i = 1 and 2 refer to the first and second region, 
and the superscript (1) refers to period-1. 
Equations for Period-2,0 < t < t2, (closed) 

o2Tj^ 1 ln 1 i>TjM(x,t) 
„ „ +—giu)(x,t) = , mLi_ i < x < Li 
oxz ki ai dt 

(2a) 

dTi (2)(0 t) 
_ ki

 o i l W'l> + ai(2>T1(2)(0, t) = Wl<
2>(J) (26) 

•K 

k2 

ox 

dTj^KLt, t) 

ox 
ar2'«(L2, t) 

ox 

•• h [T^\LU t) - T2<«(Li, t)] (2c) 

+ 62<
2>r2<

2>(L2, t) = u2<2)(t) 

TiW(,x,0)=Fi
l-2Hx) 

PERIOD- I , OS I s t , , OPEN • 

(2d) 

(2e) 

1 INSULATED 

REGION-1 T(x,t) 

1 INSULATED 

& . 0 

x = L „ = 0 x = L. x = L, x = L , 

P E R I O D - 2 , OS t a t , CLOSED' 
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JL. , 1-
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Fig. 1 Geometry and coordinates for the open and closed cycles 
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where the subscripts i = 1 and 2 refer to the first and second regions 
and the superscript (2) refers to period-2. 

For the quasi-steady-state condition to exist, the temperature 
distribution within the rods at the end of one period must be equal 
to the initial temperature distribution in the rods at the beginning 
of the next period. Therefore, the functions F; (1)(x) and F; (2)(x) are 
related to the temperature distribution in the rods at the end of the 
periods by the relation 

T; <•'>(*, U) =F/3- '>(«), in Lj-i <x<Lj (3) 

where i,j = 1 or 2. 
If the initial condition functions, Fy (3_ l )(x), for i, j = 1 or 2, are 

known at the beginning of each cycle, the temperature distributions 
Ti^(x, t) and T;(2)(x,£),for j = 1 or 2, can subsequently be calculated 
from the solution of the system of equations (1) and (2). Therefore, 
in the following analysis we are concerned with the development of 
relations needed for the solution of these initial condition functions 
or their integral transforms. 

Analys i s 
The finite integral transform technique described in the references 

[11-13] is now applied in order to transform the problem defined by 
equations (1-3) into a system of matrix equations for the determi
nation of the integral transforms Fin

(1> and Fn
 (2) of the initial condi

tion functions Fj^~l\x). The basic steps in the analysis are as follows: 
the systems (1) and (2) are formally solved, by the application of the 
finite integral transform, and the quasi-steady-state condition (3) is 
applied in order to express the Fj<-3~'^(x) functions in terms of the 
transforms Fin

(1) andF„ ( 2 l When the integral transforms of the re
sulting equations are taken, matrix equations are obtained for the 
determination of the functions Fjn

( 1 ) and Fn
 (2). Once these transforms 

are known, the temperature distribution in the medium is readily 
determined from the solution of the equations (1) and (2) which were 
obtained by the integral transform technique. We now present this 
analysis in detail. 

Solution for Period-1. The temperature distributions T-^(x, 
t) and T2(1H*» t), defined by equations (1) for period-1 are uncoupled, 
hence the temperatures can be solved for each region independently. 
The eigenvalue problems appropriate for the solution of the systems 
defined by equations (1) are taken as 

-x<x < Li (4a) 
n \x) . Pin „ m , \ n • T 

dxi at 

-ki 
dx 

dXinW(Lt) 

dx 

+ oi'WXinWCLi-i) = 0 

+ 61<
1>Xin<

1>(Li) = 0 

(46) 

(4c) 

for i = 1, 2. 
The eigenfunctions Xin^Hx), n = 1,2,3,.. ., satisfy the following or 
thogonality relation 

a; JU-\ iV(ftn) for m = n 
(5a) 

where 

i V ( f t „ ) = - CL' IXinWWPdx 
01; JLi-i 

(56) 

The finite integral transform pair for the function T;(1>(x, t) is defined 
as 

Transform: T-m
m(t)=— C^ T,<»(x, t)X-Jx\x)dx 

at JLJ-I 

Inversion: Tt^(x,t) = £ 1 T^(t)X^\x) 
n=iiV(ftn) 

in L;_i < x < Li, for i = 1, 2 

(6a) 

(66) 

We now take the integral transform of the system defined by equa
tions (1) by the application of the transform (6a). That is, we operate 
on both sides of equation (la) with the operator ft; J'L-_1Xin

(1)(x)dx, 
and utilize the boundary conditions (16,c) and the eigenvalue problem 
(4). After a lengthy, but straightforward series of manipulations, the 
partial differential equation ( la) is transformed into an ordinary 
differential equation for the integral transform, T;n

(1)(£), of the 
function, T^Xx, t). The initial condition needed for the solution of 
this ordinary differential equation is obtained by taking the integral 
transform of the initial condition (ld).The ordinary differential 
equation for Tjn

(1)(£) is solved subject to the tansformed initial con
dition Fin'1' and the resulting transform is inverted by the inversion 
formula (66) to obtain the solution for the temperature functions, 
T,(1)(x, t), for period-1, in the form 

Ti^(x,t)= £ T^—< -0WX t a(i>(x). 

• FinW-r C A^Xne^'dt' 
Jo 

i n L ; - i < x < L i , 0 < t < t i 

(7) 

where 

(8a) iV(ftn) = - f ' [Xin<i>(x)]2d* 
Oti Jhi-X 

Fta
(1> = - fL'' FiU(x)Xj»(x)dx (86) 

<Xi •JLi-i 

A in
(1)(t) = UiW{t)XinM(Li-i) + y iW(t)X i nW(Li) + gin<i>(t) (8c) 

. N o m e n c l a t u r e . 

aj ' 1 ' = heat transfer coefficient at left 
boundary of region-/ for period-j 

A - ratio of thermal diffusivities 
^in (1 '(t) = boundary condition and genera

tion contributions in region-i for period-
1 

An(®(t) = boundary condition and genera
tion contributions for period-2 

&/') = heat transfer coefficient at right 
boundary of region-;' for period-! 

Bi = Biot number 
fj^Kv) = dimensionless initial temperature 

in region-j, period-i 
Fin'1' = i t h transform of initial temperature 

in region-j, period-1 
F„ ( 2 ) = nth transform of initial temperatures 

for period-2 
gj^Kx, t) = heat generation function in re

gion-./, period-i 

h — contact conductance at contacting sur
faces 

ki = thermal conductivity in region-i 
K = ratio of thermal conductivities 
Li =lengths of the regions 
L = ratio of lengths of regions 
N(Pin) = nth normalization integral in re

gion-i for period-1 
N(\n) = nth normalization integral for pe

riod-2 
t = time variable 
ti , ti = duration of the open and closed pe

riods 
TjM(x, t) = temperature of region-/, pe

riod-i 
Tm^Kt) = nih transform of temperature in 

region-j for period-1 
Tn

(2)(£) = nth transform of temperatures for 
period-2 

UjM(t) = nonhomogenius portion of bound
ary condition at left end of region-/ in pe
riod-j 

Vj('Ht) = nonhomogenius portion of bound
ary condition at right end of region-/ in 
period-j 

x = axial coordinate 
Xjn'-'Kx) = nth eigenfunction for region-/, 

period-j 
oti = thermal diffusivity of region-j 
|8in = nth eigenvalue for region-j, period-1 
S/ 'Hl , T) = dimensionless temperature of 

region-/, period-j 

?/ = dimensionless axial coordinate 
A„ = nth eigenvalue for period-2 
T = dimensionless time variable 
TI, T2 = dimensionless durations of open and 

closed cycle 
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gi„(1)(0= CL' gi<V{x,t)XiTS»(x)dx (8d) 
•Jhi-i 

and i = 1 or 2. 
Solution for Period-2. Temperatures Ti<2>(*, t) and T2

(z)(*, t), 
defined by equations (2) for period-2, are coupled through the 
boundary conditions (2c). Therefore, the appropriate coupled ei
genvalue problem for the solution of the system (2) is taken as [13] 

and i = 1 or 2. 
Equations for Fin

(1> and Fn <2). In order to obtain the matrix 
equations for the determination of the functions Fin

(1) and Fn@\ the 
quasi-steady-state condition (3) is applied to the solutions (7) and (12) 
and we respectively obtain 

/?,•<»(*) = E 

d2Xin<
2>(*) X„2 . 

— + X i n
w ,(x) = 0, mLi-i<x<Li 

dx2- at 

d X i > ( 0 ) 

-k, 

1 dx 

d*i„ (2 )(Li) 

+ Ql<
2>Xin<

2>(0) = 0 

dx 

dX2„<2>(L2) 

h [X^iLi) ~ X2„e>(Li)] 

dx 
+ b2<

2)X2n<
2>(L2) = 0 

(9o). 

(96) 

(9c) 

(9rf) 

»-iN(j8 to) 

„=iiV(Xn) 

for j = 1, 2. 

e - f t A x i n ( « ( x ) • 

FinW+ C1 MnaKt')e?»n2t'dt' 
Jo 

e-'x"2'2Xin<2>(*). 

i?
n

(z )+ f '2AnW(t')ex»vdt ' 

(14o) 

(Ub) 

for i = 1, 2. 
We now operate on both sides of equation. (14a) with the oper

ator 

The eigenfunctions Xin
(2 )(x) and X2„ (2 )(x) satisfy the following 

coupled orthogonality relation 

Xj2\x)XimW(x)dx = 
0 iormy^n 

(10a) 
2 hi 

*"" ' I X . „ ^ ' ( X I X i„w\X MX = 

N(\n) for m = n 

where the normalization integral N(\n) is given by 

N(\n) = E - f1"' [Xin<
2Hx)]2dx (106) 

The finite integral transform pair for the function T; (2>(x, t) is defined 
as [13] 

Transform: T„<2»(t) = E — P*" T,(2 '(x, £)Xin<
2>(x)dx (11a) 

1 
Inversion: 7y2>(x,t) = E 

n-iN(\n) 
T„(2>(t)Xin<

2>(x) ( l ib) 

in L;_i < x < Li, for i = 1, 2 

- f1" Xim<2>(*)d* 

add the results for j = 1 and 2, and utilize the definition of the integral 
transform (13b) to obtain 

,•=1 OCi „=1 iV(j8i„) 

x f J^1" xtoW(*)Xtof»(*)dx 

•pin ( 1 )+ f'1Ain<
1>(t')e'3i»2''dt' (15a) 

for m = 1, 2, 3 
Similarly, we operate on both sides of equation (146) with the op

erator 

We now take the integral transform of the system defined by equa
tions (2) by the application of the transform (11a). That is, we operate 
on both sides of equation (2a) with the operator fe1/ti-i-^in'2'(x)dx, 
sum up the results for i = 1 and 2, integrate by parts twice, make use 
of the definition of the integral transform (l la) , the boundary con
ditions (2b, c, d) and the eigenvalue problem (9). Finally, the partial 
differential equation (2a) is transformed to an ordinary differential 
equation for the integral transform TnW(t) of the functions 7V2 '(x, 
t) and T2(2'(x, t). The initial condition needed for the solution of this 
ordinary differential equation is obtained by taking the integral 
transform of the initial condition (2e). This ordinary differential 
equation for Tn^(t) is solved subject to the transformed initial 
condition, Fn

a\ and the resulting transform is inverted by the in
version formula ( l ib) to yield the solution for the temperatures, 
T;<2>(x, £), for period-2 in the form 

- C X^l)(x)dx 

and utilize the definition of the integral transform (8b) to obtain 

° 1 Firam •. _ e-x„2t2 

ai n=iN(\„) 

X f J^1 ' XtoW(*)Xta(»(x)dx 

Km + Ct2An<
2Kt')ek"2t'dt' 

T; ( 2 ) (x , t )= E 
„-i2V(X„) 

e-x«2 ex i n<2>(*). 

• p n
( 2 , '+ f tA„<2>(t')ex"2t'dt' 

i n i i - j <x < L ; , 0 < t < t2 

where 

N(\n) = E - P ' [Xin<
2>(*)]2d* 

i=i ai JU-i 

(12) 

(13a) 

(156) 

for i = 1, 2, and m = 1, 2, 3 , . . .. 
Equations (15), for m = 1, 2 , 3 , . . ., can be written in the matrix form 
as 

F = E (D, (1»F,+ C,-*1') (16a) 
; = i 

F; = D;<2>F + C;<2> (16b) 

for i = 1, 2, and various matarices are defined below. 
F, F;, C;(1) and C;(2) are column vectors given by 

F = ( F m ® ) , F ; = (Fim<i>) (17a,b) 

U 

^ n
< 2 ,= E - f 'FiW{x)XmW(x)dx (136) 

A„<2)(t) = uiOWXtaffllO) + o2<
2>(t)X2n<

2>(L2) +g„<2>(t) * (13c) 

g„ ( 2 ) ( t )=E fL' giW(x,t)XinW(x)dx (13d) 
; = i i / t i - i 

U^ivt/Sta) 

Ci<2> = ( - E — e - W ' 
\at n=i AT(X„) 

P ' Xim(2)Xin<i>d* 
• ^ i i - i 

• ( " ^ ^ " ( t O e ^ ^ ' d t ' ) (17c) 

r 1 ' x im<»x in(2)dx. 
«/L,-_i 

f'2An<2)(t')ex»2('dt' (17d) 
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and D;d) and D, ( 2 ' are square matrices defined by 

D i ' D •• 

D;(2) : 

hi 

a;JV(ft„) 

fe; 1 

mN(Xn)' 

9-0in2*l 

- X „ 2 ( 2 

CL' Xim™Xj»dx 

u I XvJ^X^dx 

(17e) 

(17/) 

In the above equations, m indicates the row and n indicates the 
column. 

Equations (16a, b) can be solved simultaneously to give 

F = I 
l 

2 \ - l 2 

1 Z (Di^CiM + d^) T. Di<»D;<2> (18o) 

(186) F ; = A ' ( 2 ) I - 2 : D / 1 ) D y ( 2 ) 

where / denotes the identity matrix. 
Equations (18) are an infinite set of equations for the transforms 

of the initial temperature distributions, F ind) and Fn
(2>- However, this 

infinite set of equations must be truncated to a finite number of terms 
in order to solve for a specific case and the number of terms needed 
depends on the rate of convergence and the accuracy desired. 

The solution of the problem is now formally complete, because 
knowing Find> and Fn

(2>, the temperature distributions T;d)(X) t) and 
T;(2)(x, t), for the open and closed periods, can be evaluated from 
equations (7) and (12), respectively. 

R e s u l t s and D i s c u s s i o n 
A Special Case. We first examine the special case of two identical 

regions (i.e., h\ = k2 = k,ai = a2 = a, Li = L2 - Lx = L) with no heat 
generation. The boundary conditions are taken such that the surface 
at x = 0 of the region-1 is kept at a constant temperature, T0, while 

T a b l e 1 D i m e n s i o n l e s s t e m p e r a t u r e d i s tr ibut ions 
f i ( 1 ) and f i ( 2 ) a t t h e b e g i n n i n g of open and c losed 

c y c l e s in R e g i o n - 1 . (Bi = 10, n = T 2 = 0.078125) 

v f ( i ) 

0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 

1.00000 
0.92022 
0.83987 
0.75816 
0.67401 
0.58605 
0.49286 
0.39335 
0.28716 
0.17502 
0.05875 

1.00000 
0.91664 
0.83378 
0.75218 
0.67313 
0.59859 
0.53118 
0.47398 
0.43018 
0.40260 
0.39317 

the surface at x = 2L of the region-2 is kept at a constant temperature, 
- T 0 . The contacting surfaces at x = L are assumed to be insulated 
(i.e., negligible heat transfer) when they are separated and have a 
contact conductance, h, when they are in contact. For this special case, 
various dimensionless quantities are defined as 

0 / % , r ) = 
TjW(x.t) 

To 
;fj«Hv) 

Fjt'Hx) 
fori, ; ' = 1,2. 

L 2 ' (19) 

at ; 
for i • 1 or 2, Bi = 

hL 

k' 

This special case corresponds to the one-region problem studied 
in reference [1]. In order to show that our symmetric special case can 
indeed produce results for the one-region problem, we calculated the 
dimensionless temperature / i ( 2 ) and / i ( 2 ) at the beginning of the open 
and closed cycles. The results listed in Table 1 for Bi = 10 and n = 
T 2 = 0.078125 correspond exactly to those given in reference [11] for 
the one-region problem. 

Figure 2 shows the effects of the variation of the cycle time, r i = 
T2, when the duration of the open and closed periods are equal. In the 
region-1, considered in this figure, the open period corresponds to 
heating and the closed period to heat removal through the contacting 
surface. As a result, the temperature at the end of the open cycle, 
which corresponds to temperature at the beginning of the closed cycle 
increases with increasing cycle time. Similarly, the temperature dis
tribution at the end of the closed cycle, which corresponds to the 
temperature distribution at the beginning of the open cycle is lower 
with increasing cycle time. As a result, the difference between tem
peratures at the begining of the open and closed periods increases with 
increasing cycle time as illustrated in this figure. 

Figure 3 illustrates the effects of the Biot number at the contacting 
surfaces for a given cycle time, TX = T 2 = 0.1. For the region-1, in
creasing the Biot number implies more heat loss through the con
tacting surface during the closed period as a result the temperature 
is lower at the beginning of the open period with increasing Biot 
number. The low initial temperature at the beginning of the open 
period results in a lower initial temperature at the beginning of the 
closed cycle. 

The General Case. We now examine the more general case in 
which the regions have different lengths and different thermal 
properties. We assume that the boundary surface a tx = 0 of region-1 
is kept at a constant temperature, T0, while the boundary surface at 
x = L2 of the region-2 is kept at zero temperature. The contacting 
surfaces are assumed to be insulated (i.e., negligible heat loss) when 
they are separated and have a contact conductance, h, when they are 
in contact. We nondimensionalize all quantities with respect to the 
region-1, hence introduce the following dimensionless quantities 

0.2 0.4 0.6 0.8 1.0 0.2 0.1 0.6 0.8 1.0 

DIMENSIONLESS DISTANCE , T) 

Fig. 2 Effects of the duration of contact and separation time on temperature 
distributions for the case of two identical regions 

DIMENSIONLESS DISTANCE , 77 

Fig. 3 Effects of Biot number on temperature distributions for the case of 
two identical regions 
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^ > = ^ , ^ ) = ^ , ( ; , , = i , 2 ) 
Jo i o 

_ x_ _a\t 

For this more general case, the solutions will depend on the following 
six dimensionless parameters 

Bi> 
hLi 

"<Tl : 
a\tx 

,T2-

• El jf = — T = — 
ai k\ L\ 

Figures 4-6 illustrate the effects of the variation of the thermal 

conductivity and the thermal diffusivity of the region-2, on the tem-
(20) 

peraure distributions at the beginning of the open and closed pe
riods. 

Figure 4 shows that increasing the thermal conductivity of the re
gion-2 lowers the temperatures in both regions for the open and closed 
periods. The reason for this is as follows. Raising the thermal con
ductivity of region-2 reduces the overall thermal resistance for the 
system, hence increases the heat flow rate during the closed period. 
If region-1 should accommodate this increased heat flow rate with the 

(21) same thermal resistance, the temperature gradient should increase 
or the temperature distribution should appear lower in region-1 
during the closed period. As a result, the temperature distribution 

) 0.8 
< a. 
UJ 
O-

<n 0.4 

o 

S 
o 

"xc-» 

x . -•*. 

^ s , 

• 

A = 1 
L = 2 
Bi = 10 
T, = 0.! 

T2=0.l 

' 

x . x . 

, 

^ V 

*-* x . 

_ l _ 

*"v 
**s. 

\ 

1 

X , 

1— 

___ t<= i (identical regions) 

V regions) 

f ^ 
7 \ v 1 V~-

(2i y oi ) —~ i-"^. 

i "" r ~ i ^ . 
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 

DIMENSIONLESS DISTANCE, 7} 

Fig. 4 Comparison of temperatures for Identical and nonldentlcal regions 
(effects of thermal conductivity ratio K) 

2.0 

K 0.8 

1
1

1
!

/ 

K = 1 

Wo 
?*• 

..J 1 

^ *̂ ̂  
- X 

" N . 

• ^ 

A = t (idontical rogions) 

'2 ^ S \ 

— ^ ^ ^ , 
_ i i i i i 1 - ^ 0.6 0.8 1.0 1.2 1.4 

DIMENSIONLESS DISTANCE , 7] 

Fig. 5 Comparison of temperatures for Identical and nonldentlcal regions 
(effects of thermal diffusivity ratio A) 

K=l, A = 1 {idontical rtgions) 
K=5, A*5 { nonidanticol regions) 

0.2 0.4 0.6 0.8 1.0 1.2 1.4 

DIMENSIONLESS DISTANCE , T) 

Fig. 6 Comparison of temperatures for Identical and nonldentlcal regions 
(combined effects of K and A) 
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in region-1 is lower at the beginning of both open and closed periods. 
The temperatures in region-2 are lower, because the cooling rate is 
faster during the open period due to lower thermal resistance. 

Figure 5 shows that increasing the thermal diffusivity of region-2, 
increases the temperatures in the region-1 for both the open and the 
closed periods', but in the region-2, the temperature is higher for the 
open period and lower for the closed period. This can be explained 
as follows. The larger the thermal diffusivity of a medium, the faster 
is its response to temperature changes. When the region-2 is heated 
during the closed period, its temperature will rise more rapidly when 
the thermal diffusivity is higher, and the temperature at the beginning 
of the open cycle will be higher. During the open period, the region-2 
is subjected to cooling, hence it is cooled more rapidly when the 
thermal diffusivity is higher, and the temperature at the beginning 
of the closed period will be lower. The temperature of region-1 is in
fluenced by the higher temperatue of the region-2 during the closed 
period. As a result, the temperature of the region-1 is higher at the 
beginning of both open and closed periods. 

Finally, Fig. 6 shows the combined effects of increasing the thermal 
conductivity and thermal diffusivity of the region-2 (i.e., K = 5, A = 
5). For this particular case the effects of thermal conductivity appear 
to be dominant, since the behavior of the curves is similar to that 
shown in Fig. 4. 
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Thermally Symmetric Nonlinear 
Heat Transfer in Solids 
Material thermal properties are temperature dependent, and this effect cannot be disre
garded at elevated design temperatures. Based upon the principle of equivalent lineariza
tion, analytical solutions are developed for thermally symmetric planar solids. The solu
tion method is, in turn, extended to a composite wall whose individual thermal conduc
tivities are also temperature dependent. As a demonstration of the method's accuracy 
several numerical examples are shown. 

In troduc t ion 
For elevated operating temperatures the usual assumption of 

constant thermal properties must be abandoned, since properties of 
materials vary with temperature, and the local thermal conductivity, 
X(T) for example, can differ a great deal from its reference value. 
Accordingly, the literature is rich in reported methods for the solution 
of the nonlinear problem, and exhaustive listings are readily available. 
A brief survey of representative approaches appears in [1]. 

Recently, approximate analytical solutions have been developed 
employing the concept of optimal or equivalent linearization. Vu-
janovic [2] derives a solution for the semi-infinite domain exposed to 
a constant surface temperature. Because of the optimization tech
nique used, the method is limited in that direct extension to temporal 
boundary conditions is not feasible. Imber [1] presents an approach 
which removes this restriction thru the introduction of pseudo-heat 
generation terms. The analysis incorporates an iteration feature; 
consequently a mechanism for accuracy improvement is available. 
Baclic [3] introduces a variation of the method in which the minimi
zation is performed with respect to another nonlinear differential 
equation. The solutions are applicable to the semi-infinite domain. 

In the main, the information appearing in the literature addresses 
the single layer situation, and attempts to extend the results to more 
than one layer becomes formidable. This is particularly true for the 
integral approach, Yang [4], Chung [5] and Sugiyama [6], applied this 
method to multi-component planar solids. Numerical solutions have 
appeared in the literature in great numbers; however they suffer from 
the fact that the parametric relationships are not explicitly evi
dent. 

In what follows, approximate solutions are first obtained for a finite 
homogeneous planar wall whose surface is exposed to boundary 
conditions of the first or third kind. This is followed by an extension 
to a multi-component wall whose individual thermal conductivities 
are linear functions of temperature. As an illustration of the method's 
accuracy, several graphical comparisons are shown between the an
alytical approach and the conventional numerical solutions. 

M e t h o d o l o g y 
Briefly, the method of equivalent linearization proposes to replace 

the original nonlinear differential system with a linear one in some 
optimal fashion. For the case of a homogeneous finite wall, of thick
ness, L, with constant specific heat, the original one dimensional 
nonlinear differential equation 

dT=d_ 

dt dx ' 

is replaced by an approximate linear one, optimally selected 

\ dx) 
(1) 

dT d 2 T 

dt dx* 
(2) 

The function, f(x, t) is tentatively identified as the pseudo-heat 
generation contributions. In equation (2), the term, a, represents a 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER: Manuscript received by The Heat Transfer Division 
November 14,1980. 

constant parameter selected so that 1(a) in equation (3) is mini
mized: 

J o Jo [dx \ dx) 

d2T 
f(x,t) dxdt (3) 

where the limits on the spatial integration coincide with the geometry 
under consideration. Thus the operation dl/da = 0 results in an ex
plicit expression for, a: 

Jo Jo Id* \ dxj X' t) 
d2T 

dx2 -dxdt 

rm- (4) 

A trial solution, TQ(X, t), is now chosen such that it satisfies the 
boundary conditions and the linear form of equation (1), and it re
places all the temperature terms in equation (4). Since the quantity, 
a, is prescribed to be a constant, any temporal contributions from 
numerator in equation (4) must be negated. The function, f(x, t) is 
constructed to effect this; consequently, the aforementioned adjust
ment produces in a straightforward manner the result that a = \ref, 
the reference thermal conductivity. 

For the finite layered wall, a unified mathematical description of 
the relevant nonlinear differential equations is 

(>Ti 
PiCi ' = V • (A;VT;), i = 1, 2, 

dt 
, n (5) 

where, i, stands for the particular layer, and, n, the number of layers. 
The intent of the method is to replace this equation with the linear 
version 

Pm — = ai + fi(x, t) 
dt dx2-

(6) 

where the continuity conditions at the interfaces are represented 
by 

Ti+1 and X,VT; = X;+iVT;+1 (7) 

In turn, for each layer the mean square difference is formed as per 
equation (3), 

Kai)= CU+l C (V • (XjVTj) - aiV*Ti 
J U Jo 

-fi(x,t)}2dxdt,i = 1, 2, ...,n (8) 

followed by the required differentiation, dl(ai)ldai = 0. Hence, 
'Li+i 

§L '+1 J* [V • (A;VT;) - h(x, t)] V*Tidxdt 

J *Li+i r>t 
I (V2Ti)2dxdt 

Li Jo 

(9) 

where the difference in lengths, L,-+i — Li, represents the individual 
layer thicknesses. The constant term, a;, is chosen to be the reference 
thermal conductivity in each layer; consequently the numerator in 
equation (9) must be compatible with this requirement. As shown in 
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[1], several options are available in the selection of the function, f(x, 
t); however for multilayered solids, the choice is obscured by the 
complexity of the trial function expressions. There is, however, an 
unpretentious selection available, as will now be demonstrated. When 
the thermal conductivity variation is written as, X(T) = Xref,; (1 + 
ftT;), then equation (9) becomes 

+ xret,ift(vri)2 - /;(*, t)] v*Tidxdt 

\ (V2Ti)2dxdt 
Li J o 

and a choice for the function, fi(x, t), is apparent, i.e., 

fi(x, t) = \re(,iPiTi V2T; + Xref,;ft(VT;)2 

(10) 

(H) 

The procedure just described greatly simplifies the approach shown 
in [1] in that successive iterations are no longer necessary, and the 
function, fi(x, t) is readily identifiable. 

Unlike the homogeneous application, in the layered geometry the 
requirement of flux continuity at the interface must be addressed. 
From the preceding principles of optimization, the mean square dif
ference in the fluxes is first formed and then differentiated. Thus 

J""£i+1 ft 
IXiVT; 

Li Jo 

- aiVTi - gi(x, t)}2 dxdt, i = 1, 2 n (12) 
and 

f '+1 C[\iVTi-gdx,t)]VTidxdt 
J Li Jo 

J
^Li+i s*t 

I (VTi)2dxdt 
Li Jo 

(13) 

It therefore follows that for a; = Xref,;, and a linear variation in, 

xen, 

gi(x,t) = \leU(3iTiVTi (14) 

Consequently the appropriate flux condition at the interface is 

Xref,i(VTi) + gi = Xref,;+i(VT;+1) + gi+1 (15) 

Equation (15) is particularly noteworthy, since the terms, gi and g;+i, 
are known functions formed solely by their respective trial functions. 
This contribution results in a linearization of the nonlinear interface 
condition. Though the preceding pertains to variable thermal con
ductivity, the method is flexible and easily extended to include con
tributions of temperature dependent specific heat. 

Homogeneous Planar Wall. As a first application of the linear
ization procedure, the approximate solution will be generated for a 

finite slab of thickness, L, whose inner and outer surfaces are subject 
to conditions of no flux and constant surface temperature, respec
tively. For convenience, the nonlinear heat conduction equation, 
equation (1), is rewritten, nondimensionally, as 

dr 

_ d2T 
(1 + / 8 D — - + / S 

drjz (16) 

where the term, T, denotes the dimensionless temperature, and it is 
equal to the ratio in the excess of the local temperature over the initial 
value divided by the difference in the surface value and the initial 
amount. Similarly, the dimensionless spatial coordinate, r\, is formed 
by normalizing with respect to the slab thickness, i.e., t] = x/L, and 
the dimensionless time, T, is r = 5ref t/L

2. The term, <5ref, signifies the 
reference thermal diffusivity. The relevant boundary and initial 
conditions are: 

dT 
•• 0 at n = 0, T( l , T) = 1 and T(r, 0) = 0 (17) 

It should be noted that for the thermal conductivity variation X(T) 
= Xref (1 + fiT) the quantity p\ represents, in this instance, the con
ventional coefficient multiplied by the difference of the surface and 
initial temperatuers, Ts — Tm. Proceeding with the derivation, the 
trial function, Toil), T), is generated so that it simultaneously satisfies 
the linear version of equation (16), i.e., j3 = 0, and the associated 
conditions represented by equation (17). In the linear differential 
system under consideration, the trial function is simply, 

To(v, r) 
4 

• - L 7r „=o 2re+l 

( - 1 ) " _ 2 
e "nT cos oonri (18) 

with the term, a)„, defined as, un = ,(2ra + 1) 7r/2. Applying the pro
posed simplification, equation (18) is substituted into equation (4) 
and the function, f(x, t) formed accordingly. The result is identical 
to that of equation (11) when the subscripted designation is elimated. 
Thus it follows from equation (2) that the equivalent differential 
equation, in nondimensional form, is 

dT d2T „ - 2 

— = — - + /3TT Y. (-Dn(2n + 1) e-"V Cos aj„?) 
d r i>nz

 n=o 

+ 4/3 XI (-l)n+me~ ( '""+ 'J" l ) '"|sinco„j;sincom?; 
m,n=0 

— (2m + l/2re + 1) cos o>„?7 cos iomr)\ (19) 

where an abbreviated symbol for the required multiple summation 
is shown. A solution now is sought for the preceding equation satis
fying the boundary and initial conditions represented by equation 
(17). Since the resultant differential system is linear, conventional 
methods of solution can be applied. For brevity, the details will not 
be shown, and only the end result of the analysis is presented. The 
approximate temperature function is therefore 

-Nomenclature-

a = constant parameter 

A = : 
An 

Xref.l \t>: 'teffil 

B (m, n,p) = general coefficient, see equation 
(27) 

c = specific heat 
D211 = general coefficient, see equation (13) 
f(x, t) = local pseudo-heat generation con

tributions 
g(x,t) = local heat flux correction 
h = Biot modulus, hL/\lef 
1(a) = mean square difference integral of 

differential equations 
J (a) = mean square difference integral of 

fluxes 

ki(n, p), K(n), K(n, p) = general coefficients, 
see equations (A1-A4) 

L = wall thickness 
m,n, p = summation indices 
JV(ra) = ' general coefficient, see equation 

(A5) 
Pn = general coefficient, A/tan o)i„ 
Q(m, n) = general coefficient see equation 

(All) 
Si(m,n,p),S(m,n,p) = general coefficients, 

see equations (A6-A10) 
T = temperature 
T = dimensionless temperature 
t = time 
x = space variable 

P = modified thermal conductivity coeffi
cient 

5 = thermal diffusivity 
X = thermal conductivity 
p = density 
T = dimensionless time, Sle{t/L2 

y\ = dimensionless space coordinate, x/L 
wn = respective Eigenvalues 

Subscripts 

a = ambient 
i = respective location 
in = initial 
ref = reference value 
1 = first layer 
2 = second layer 
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Ti.il, T) ' 
4 

• - E 
( - l ) p 

7T p=o2p+l 
e ™PT cos oopi] 

+ W/3T £ ( - l ) P ( 2 p + l ) e -
p = 0 

"PT COS 0)p?) 

16/3 
£ (-Dp 

7T m,n,p=0 

1 

2n - 2m' 

2M + 1 

1 

2n -2m + 2p + l -In + 2m + 2p + 1 

2rc + 2m + 2 

2re + 1 2n + 2m + 2p + 3 2re + 2m • - 2p + 1] 

cos oipr) (20) 
[2p + l ] 2 - [(2M + l ) 2 + (2m + l)2] 

For the second illustration of the method, the approximation so
lution is obtained for the preceding geometry, with a boundary con
dition of the third kind. Accordingly for a finite slab of thickness, L, 
which receives energy at its surface by convection from a sink tem
perature, Ta, the appropriate boundary and initial conditions are 

dT 
0 at r] = 0, 

•(1 + /8T) — = h(T-
drj 

1) at i} = 1, and T(JJ, 0) = 0 (21) 

where the term, h, is the Biot modulus, nL/Xref. All temperatures are 
normalized with respect to the ambient temperature excess; conse
quently, /3, is now the conventional coefficient multiplied by this ex
cess. Following the methodology presented earlier, the trial function 
for the linear system is 

Toiv, r) = 1 • •4 £ 
n = l 

sin o)„e <J«T cos anr] 

2co„ + sin 2con 

(22) 

where the Eigenvalues, o)n, are determined from the transcendental 
equation, oin tan wn = h. After substitution of equation (22) into 
equation (4), the resultant approximation for the original nonlinear 
differential equation is 

dT d2T 

d r dr] 
—. + W £ 

9 . 2 

to„ sin to„e "»T cos o)„7) 

2tx>n + sin 2ton 

+ 4p7i2 £ to™ sec u>m sec co„e - ( B & , + M&)T 

m,n=i(co2, + h 2 + W(a)2„ + h 2 + ra) 

X |a)„ sin a)m7) sin a>„?) - a)m cos com?j cos conr/| (23) 

Unlike the first example, the present illustration has a nonlinear 
boundary condition at the surface, ?) = 1. It is therefore necessary to 
develop an approximation for this requirement. This is achieved in 
the following manner. Though equations (12-15) were intended for 
use in composite instances, by a simple adjustment, they are also 
applicable for the homogeneous wall. What is required is that the 
indicated integrations be performed over the range from 0 to L. This 
in effect produces the result of 

Xref (VT) +g(x,t) = - h[T(x, t) - Ta] at x = L (24) 

where the subscripted notation has been removed since the wall is now 
homogeneous. In terms of the dimensionless parameters, JJ and T, the 
explicit expression for equation (24) is 

dT 
— + h(T-
drj 

1) IP £ 

-0h3 E 

wn sin2 co„e ™nT 

l 2u)„ + sin 2co„ 

-ati j = l (25) 

The required solution for the preceding differential system is obtained 
by conventional linear analytical techniques though protracted al
gebraically because of the presence of the pseudo-heat generation 
quantities. The analysis presents no unusual difficulties, consequently 
the derivation details will not be presented at this time. The tem
perature function is hence 

0.0 0.2 0.4 0.6 0.8 1.0 
Dimensionless Spat ia l Coordinate, TJ 

Fig. 1 Comparison of temperatures for jS = ± 0 . 5 , S = °° 

T/ = 0 

1/h-O.IO 

eq. 26 
Numerical solution 
Linear Solution 

/9 = -0.5 

0 0.2 0.4 0.6 

Dimensionless T ime, T 

0.8 0.0 0.2 0.4 

Fig. 2 Comparison of temperatures for $ = ± 0 . 5 , h - 10, TJ - 0 
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T(v, T) = 1 - 4 E 
n=i 2u>„ + sin 2o>„ 

sincri„e <""T cos cri„?j r ~ co2 sec a>„e ""T cos o)„7; 
+ 2pnr E 

n = l : + / i 2 + / i 

m ,n ,p= l 

g)mcOp sin d)m sin con sec2 cop cos crip?) 

[a>2 + h 2 + ft][w| - (co2, + cri2)][2com + sin 2«m][2cri„ + sin 2co„] 
iB(m, n, p) - B ( - m , n, p)) [e-^A+^hr-,,-^ 

-4ph E 

+ 2p7i E 

a)„ sin co„ 

.(2cri„ + sin 2o)„)(o)2 + A2 + ft.) 

sincri„ 

,.=i l(2co„ + sin 2to„)2 (u\ + ft.2 + ft.). 

[r) sin o)„rj + 2OI„T cos <o„?/] e "n7" 

[sin 2u>„ — 2co„ cos 2a>„] cos wnrje~'"'ir 

where the term, B(m, n,p), is defined as 

_ . , r , , fsin (<om + un + cop 
B(m, n, p) = [wm + wn\ 

+ 4|3ft~3 E _ os_V^m + <•>% V e - ' A + A ' 

m,n = l (O)2, + ft2 + ft~)(cri2 + ft"2 + ft~)(ft~ COS V « L + CO* ~ \lU>\ + CO2 SU1 V ^ + ^ ) 

+ 1 6 0 ^ 2 A to| sin top cos cripije-"^ _ _ _ _ _ 

m , n^=i (co2, + ft.2 + h)(wl + / i 2 + A)(2cop + sin 2cOp)(o£ + cri2- co2) 

W m + 0>n + Wp 

sin (co 
m + Cri„ - Crip) 

com + a>„ 
(27) 

To generate the appropriate terms represented by, B(-m, n, p) , the 
following identity must be used, co_m = — u>m. Lastly, the general 
Eigenvalues, a>;, appearing in the preceding equations are determined 
from the root equation associated with the trial function, co; tan a); 
= h. 

Numerical Results for Homogeneous Case. For the homoge
neous slab exposed to a constant surface temperature, numerical re
sults were obtained by conventional numerical difference techniques, 
for a range in /3 values. Comparisons between the approximate solu
tion, equation (20) and the numerical solution are presented in Fig. 
1 for two values of r, 0.2 and 0.8. In this figure, the solid curves rep
resent the analytical results for positive values of /3 and the inter
mittent broken curves are associated with the negative values of p\ 
In addition, the related numerical solutions are indicated as contin
ually broken curves. The results demonstrate good correspondence 
between the two differing approaches for computation of the non
linear temperature field, since the difference between the two is never 
larger than 5 percent anywhere in the field with the largest difference 
occurring at the plane of symmetry. The computations for smaller 
values of ft not shown, indicate a rapid diminution in any differences. 
Particularly, for /3 = ±0.15, the differences, for all practical purposes, 
were imperciptible. For convection, the numerical results are shown 
at the two spatial locations, r] = 0 and -q = 1, so as to best demonstrate 
the attendant accuracy. Figures 2 and 3 are the paired results for, h 
= 10, and j3 = ±0.5. In addition, the linear solution; @ = 0, is shown 
as an intermittent dashed curve. Similarly Figs. 4 and 5 are the paired 
results for, h = 1, and /3 = ±0.5. As in the preceding case, for smaller 
values of ft all differences become insignificant, hence these values 
are not indicated at this time. However, as a further demonstration 
of the method's accuracy, additional comparisons are contained in 
Tables 1 and 2, which are arranged, listing in columns, the values 
obtained for the linear (Lin.), the finite difference (Num.), and the 
analytical (Approx.) solutions for other fi values. In summary, for the 
broad range in the Biot numbers considered, the computations reveal 
that the approximate analytical method is successful in producing 
results that correspond closely to those available from the numerical 
procedure. This is particularly evident for weak nonlinear systems, 
i.e., /3 = ±0.15. As the degree of nonlinearity increases, how well the 
results compare is dependent upon the values of the Biot number. In 
the main, the equivalent linearization approach duplicates the finite 
difference computations closely. 

Composite Planar Wall. The equivalent linearization method 
will now be extended to a two component wall, whose individual 
thermal conductivities are assumed to be linear functions of tem
perature. The inner surface of this wall is thermally insulated, and 
the outer surface is kept at a constant temperature, Ts. Introducing 
subscripted notation, the respective wall thicknesses are represented 

I /h -O. IO 

— eq. 2 6 
— Numerical solution 
— Linear solution 

0 0.05 0.10 0.15 02 0 
Dimensionless Time, T 

Fig. 3 Comparison of temperatures for (3 = ±0.5, ft = 10, JJ = 1 

as, Li+i - Li, and the distance, L\, is the position location of the in
sulated face in the first layer. For each layer, normalized quantities 
are introduced for the temperature, T; = (Ti - Tm)l(Ts - Tm), the 
space coordinate, ij; = (x - L;)/(L;+1 - Li), and the time, r; = (W,;-
t/(Li+i - Li)2. The subscript, i, denotes the particular wall under 
study; consequently the generalized nonlinear differential system for 
a wall consisting of two layers is 

—- = (1 + ftT;) —-r + ft — > I = 1 
dTi dvt <>Vil 

(28) 

with the boundary and initial conditions of 

bt)i 
•0,Vi = 0, T2 (1, T2) = 1, T2 (j)i, 0) = T2 (m, 0) = 0 (29) 

and the interface requirements as 

Ti( l , TI) = T2(0, r2) , Xref,i(l + PiTi) _ _ 
or j i m = i 

= x„ 
ILj - L{ 

U-3 — L2, 
(1 + faT2) 

ar2 

i>V2 , 2 = 0 
(30) 

For the linear version of equation (28), the associated trial functions 

TQI(VI,TI) = 1-A E (sin coin)-1 Z^ne-'0?"™ COS comJ;I (31) 

748 / VOL. 103, NOVEMBER 1981 Transactions of the ASME 

Downloaded 20 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



072 -

" - 0.58 -

^ 

\ \ 

T) = 0 

1/h-I.O 

eq. 26 
Numerical solution' 

—-—Linear solution 

\ > 
\NN 

W 
CO 

3-- - 0 . 5 

0=0 V \ 

0 = 0.5 

\ 

0 0.2 0.4 0.6 

Dimensionless Time, T 

Fig. 4 Comparison of temperatures for 0 = ±0.5, h = 1, i) = 0 

Table 1 Dimensionless temperature, 1 - T(i), T ) , for h = 0.10 

t 

0 

0 . 2 

0 . 4 

0 . 6 

0 . 8 

1.0 

1.2 

1.4 

L i n . 

1.0000 

.9940 

.9772 

.9587 

.9404 

.9224 

.9047 

.8874 

r, = 0 

p = 0 . 5 

Num. 

1.0000 

.9940 

.9770 

.9584 

.9399 

-9218 

.9039 

.8865 

A p p r o x . 

1.0000 

.9926 

.9767 

.9583 

.9398 

.9216 

.90313 

.8863 

P = -

Num. 

1.0000 

.9940 

.9774 

.9591 

.9409 

.9231 

.9055 

.8884 

0 . 5 

A p p r o x . 

1.0000 

.9954 

.9776 

.9592 

.9410 

.9231 

.9050 

.8884 

L in . 

1.0000 

.9514 

.9310 

.912B 

.8953 

.8781 

.8613 

.8448 

1 

p = 0 . 5 

Num. 

1.0000 

.9518 

.9316 

.9137 

.8964 

.8794 

.8627 

.8464 

= 1.0 

A p p r o x . 

1..0000 

.9530 

.9317 

.9137 

.8963 

.8794 

.8627 

.8464 

B = -

Num. 

1.0000 

.9511 

.9303 

.9119 

.8941 

.8767 

.8597 

.8430 

0 .5 

A p p r o x . 

1.0000 

.9499 

.9302 

.9120 

.8942 

.8769 

.8599 

.8432 

0 . 6 0 

0.52 -

0 .36 

2 0.28 -

E 
Q 0.2 

-

-

-

-

-

vv 

1 

<̂> 
V 

v \ 
\ J \ 

i 

^ = 1 

1/h-I.O 

Numerical solution 
L inear solut ion 

^ N v ^ z3*05 

/3--0.5 " ^ % 5 

1 1 1 1 

0 0.2 0.4 0.6 

Dimensionless Time, T 

Fig. 5 Comparison of temperatures for 0 = ±0.5, h = 1, JJ = 1 

Table 2 Dimensionless temperature, 1 — T(ij, T ) , for h = 0.10 

I 

0 

0 .2 

0 .4 

0 . 6 

0 . 8 

1.0 

1.2 

1.4 

L in . 

1.0000 

.9940 

.9772 

.9537 

.9404 

.9224 

.9047 

.8874 

n = 0 

p = 0 

Num. 

1.0000 

.9940 

.9771 

.9586 

.9403 

.9222 

.9045 

.8871 

15 

A p p r o x . 

1.0000 

.9936 

.9770 

.9586 

.9402 

.9222 

.9044 

.8871 

P = -

Num. 

1.0000 

.9940 

.9772 

.9588 

.9406 

.9226 

.9050 

.8877 

0 .15 

A p p r o x , 

1.0000 

.9944 

.9773 

.9589 

.9406 

.9226 

.9050 

.8877 

L in . 

1.0000 

.9514 

.9310 

.9128 

.8953 

.8781 

.8613 

.8448 

1 

P = 0 . 1 5 

Num. 

1.0000 

.9515 

.9312 

.9131 

.8956 

.8785 

.8618 

.8453 

= 1.0 

A p p r o x . 

1.0000 

.9519 

.9312 

.9131 

.8956 

.8785 

.8617 

.8453 

P = " 

Num. 

1.0000 

.9513 

.9308 

.9126 

.8950 

.8777 

.8608 

.8443 

0 . 1 5 

A p p r o x . 

1.0000 

.9510 

.9307 

.9126 

.8950 

.8778 

.8609 

.8443 

and 

T02 (r/2, TI) = 1 - £ [P„ cos w2nV2 - sin a>2„»)2jI>2r.e~a,i'lT1 (32) 
n = l 

where the roots, oiin, are determined from the transcendental equa
tion, tan u>in tan a>2n = A. In these equations, the following relation
ships apply: 

Are] 

^ref.l Wref,2; 

1/2 

tan coi„ 
">2n 

Win • Lij \f3ref,2/ 

1/2 

and 

Din = 2 Sin IX>ln COS uJln COS U>2n (&ln s i n 0)2n COS 0)2re 

+ oj2n sina>i„ coso)i„)_1 (33) 

Furthermore, the relationship, o>\nT\ = <x>\nTi, has been introduced; 
consequently the time dependence can be completely cast in terms 
of one dimensionless time, T\. Proceeding, the trial functions, To;, are 
now substituted respectively into the general equation (11). Hence, 
the reducing function, /;(?!;> TI) is established for each layer under 
consideration, and it follows from equation (6) that the equivalent 
differential equation for each layer is 

d T l ^ 1 j _ ft A 

A (^nD2ne-^nn C o s C0l„7)i fix , » 
X Y. '• 7TA ^ U\mU2nl->2m 

n = l Sin Olln I m,n=l 

(Wlm + W i n ) COS ( o J l m + 0>ln)j)l 

+ ( a ) i m - 03m) COS ( 0 > l m - 0>ln)m 

sin OJI„ sin coir, 

X e-("\m+"\n)ri ( 34 ) 

and 

— = ^ f + 0 2 L <4nD2n [Pn COS 0)2nV2 ~ S m C02nV2] e ^ n n 

dr 2 i>m n=i 

+ — E W2nD2nD2m[(u>2m+ <>>2n)(l ~ PnPm) COB {w2m + ">2n)V2 
£ m,n=\ 

+ (0>2m ~ W 2 n ) ( l + PnPm) COS ( c0 2 m ~ ^2n)^ 6 
- ( w l m + w i n ) T l 

+ 0 2 £ D2mD2n[(u>lm+0}2
2n)Pn + 2w2n0>2mPn,} 

m,n=\ 

X e - (<4m+«>!n)Ti s i n U)2ml)2 COS OJ2nI)2 ( 35 ) 

At the interface, ?)i = 1,7)2 = 0, the continuity of temperatures must 
be satisfied as well as the fluxes. This latter term introduces a non-
linearity at the interface due to the temperature dependence in the 
thermal conductivity. An approximation for this has been previously 
derived, see equation (15), thus the resultant flux condition at the 
interface is accordingly, 

dTi 

dm 

_ ^ref,2 IL2 — LA dT2 
= 1 Aref.l U<3 - L2I dr)2 12=0 

+ (/32 -Pi) A \Z wlnD2ne-^ 
U=i 
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- E co l nPmD2 mZ)2ne- (^'"+"1" ) T 1 (36) 

The approximate differential system is now linear in its entirety, and 
the respective temperature solutions follow from extensions of clas
sical methods. Obviously, the heat generation terms that appear in 
both differential equations, plus those at the interface, contribute to 
an expanded temperature function. After some algebraic manipula
tion, the temperature for the inner or first layer, is 

which occurs due to introduction of the nonlinearity. Because there 
are now four parameters, a generalized comparison between the ap
proximate solution, equations (37) and (38) and any numerical solu
tion entails a protracted effort. Instead a rather direct and simpler 
approach will be taken, a specific numerical illustration will be pre
sented. Hence, a two-layered wall is considered exposed to a constant 
surface temperature, and for thermal symmetry, the inner or first face 
of the first layer is insulated. The assumed thermal physical properties 

Tiivi, TI) = 1 - A Z 
D2ncoswlnriie M 3" T ' 

sin win 

(02 - 0i)A 

E 
m,n=l 

UlnPmD2mD2n SU1 y/ujn + w\n COS y/wjm + c U ^ ? ? i e ~ ^ ' " + M ^ ' T ' 

V « i m + u'i„Q(m,n) 

" ainO>lDPmD2mD2nD2p s in C02p COS <0ip1fie~' l 'SpT ' 

m,n,p-l ( « L + <0?„- w\p) Sin « l p 

+ (02 - 0l)A E 4 w\n T I + 1 20)2n COtan 0)2n 
WlnW2nD2n

 s m w2n' 
(A2 - 1) 

X [cos o)i„iji] + 2<olnjji sin wi„iji 
Dlnsina)2ne~"^"T ' 

4 sin coin 

+ E 
n = l 

J. (ft - R\ A " • ? " t0ln"lp£ )2n£'2p SJn W2p COS OJlpT)ie 
+ (P2 PlJ A 2^ , 2 2 \ • 

n,p=l (">f„ ~ «>fp) Sin 0>lp 

^ . g(m,ra) [e- -^" T ' - e - ( » & " + A ) n ] 

-wlrcri 

<4„ 
COS 0)ln?)l 

+ E 
n,p=l 

K(n *p,p)' 
ulpn -e-"\nri] 

W ? n - W?p 

+ ^ S(m,n ^ p,p) 
m=l 

,-a)?n'-l —e_( '"ln+"lm)'-l] 

wL + w L - w?p 
cos wipiji (37) 

and 

T2(7/2, Ti) = 1 • E 
n=l 

1 + M( 1 + <coi„co2reD2r> sin w2n) 
'A2-

—I Z)2„ sin w2n 

X E wi„PmD2„D2 m 
m,n=l 

X [Pn cos o)2ni;2 - sin w2nr\2\ D2ne~w^nTl + (02 - 0i) A 

[tan y/w'jm + toln cos Vco]m + w\n y2 - sin Va;|m + o)|„ 7)2] 

X [cos VwL, + w'f„ cos V w L + o>L e - ^ ^ ^ i ] 

tan o)2P cos to2p?;2 — sin co2p^2 
(02 - 0l) E Oln^lpPmD2mD2nD 2p 

m,n, p=l <4m + «?„ ~ w\p 
[8ina)2Pe~ V i ] 

3 \ ™ 
— E ([2 O)I„TI + l][tan co2„ cos w2nr\2 - sin a>2„ij2] - [co2n(l - J/2) - Acoln] cos w2ni)2 

I r v = l 

- [w2re(l - J)2) tan co2„ + win tan o>i„] sin co2„?j2l £>§n sin w2ne~'»w^ 

+ (02 3i) E 
n,p=l 

WlnWlpD2nD2p 

W?n ~ «?p 

+ E 
n = l 

[tan a>2p cos w2pr\2 — sin a)2p?;2] sin w2pe~"^Pri 

Sim, n) \e-^nri - e-(<*\m+*\n)-n} 
T1Kin)e-^"ri+ jr 

m=l 

X [A^1 sin win [Pn cos w2nr)2 - sin w2n»;2]| 

<4m 

+ E 
n,p=a 

Kin 7*p,p) 

+ E S(m, n 7̂  p,p) 

[ e - ^ 2 P T i - e - ^ r ' ] 

«ln - Wfp 

f e - " ? n r i - e-l>An.+iA.mhl] 

W?m + " I n ~ ">lp" 
(A - 1 sin coip [Pp cos w2pr\2 - sin co2Pt;2]l (38) 

In equations (37) and (38) the algebraic symbol %'!p, has been used 
throughout to signify that a double summation is called for over all 
the indices, n and p, excluding the values satisfying the relationship, 
n = p. The definitions of the other algebraic contractions are indicated 
in the Appendix. As in all the situations thus far presented, the Ei
genvalues are those associated with the linear solution, hence the 
general root, coi,„ is computed from the relationship, tan a>i„ tan w2n 

= A. 

Numerical Results for Composite Wall. In the dimensionless 
temperature expressions for the individual layers Tiirn, n ) , four 

of the first and second layers are respectively: Xref,i = 202.45 W/m.°C, 
5ref,i = 8.6028 X 10~5 m2/s, 0i = 0.25 and Xref,2 = 13.84 W/m.°C, 5ref,2 

= 3.8611 X 10"6 m2/s, 0 2 = 0.50. In addition, the outer layer of the 
composite wall is half the thickness of the inner segment, consequently 
Z/3 —1/2 = iL2 ~ Li)/2. Comparisons between the approximate solu
tions, equations (37) and (38) are indicated in Pig. 6, for two values 
of the dimensionless time, TI, 2 and 7. In the main, the comparisons 
indicate a close correspondence between the two solutions. It should 
be noted that this example represents a real world problem, since the 
aforementioned composite wall is in reality, a stainless steel sheet, 

parameters appear. These are the terms, A, r\, T and 0, the last of 18-8, backed with a layer of aluminum. 
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£ o 

eq. 37 and 38 
Numerical solution 
Linear solution 

4- .6 8 1.0 
0 .2 4 6 8 1.0 

Individual Spatial Coordinate, r/i 

Fig. 6 Comparison of composite wall temperatures for r = 2, 7 

Conclus ions 
From the method of equivalent linearization, approximate ana

lytical solutions, as distinct from numerical or finite difference solu
tions, have been derived. The optimization procedure used entails 
a single and complete reduction, equation (11); consequently no 
further iterations are necessary. For boundary conditions of the third 
kind, an approximation is presented which takes into consideration 
the local variation in the thermal conductivity, equation (25). As an 
extension of the method, the layered configuration is considered, and 
as shown in the development a correction must be generated for the 
continuity of fluxes at the interface, equation (15). In all instances, 
optimal adjustments produce in a straightforward manner, the result 
that a; = Xref,j. Because of this, all solutions generated will have the 
linear solution as part of the complete solution, and the Eigenvalues 
are determined from the same root equation as for the linear solution. 
This feature simplifies the associated computations considerably. In 
the main, the computations indicate good correspondence between 
the developed method and the finite difference solutions. 
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APPENDIX 
For contraction purposes, the following definitions have been in

troduced in equations (37) and (38) 

A(sin (An)~x&iu\nP?.n [2wi„ + sin 2winl 
K(n) = : 

N(n) 
+ p2 wLD2n sin coi„ [2w2„ (P2 + 1) 

+ (P 2 - 1) sin 2a>2n - 4P„ sin2 w2n] 

N(n) 
.(Al) 

K(n,p) = |2A(sin«i„) 1(3ia)?nwipD2n [hx(n,p) 

+ hi (n, -p)][w2„ - oip]'1 + 2/32toi„a)2„a)ipD2n sin w l p 

X [k2(n, p) - k2 (n, - p ) ] [ w | n - a.!,,]-1) \N(p)}-\ (A2) 

in which 

ki(n, p) = (win - <*>ip) sin (wi„ + wip) (A3) 

k2(n,p) = [PnPp ~ l][(<02n - U2p) sin (w2„ + «2p)] 

- [Pn - Pp]{(U2n + W2p)(C0S <0>2„ - «2p> - 1)] (A4) 

N(n) = 2«i„ + sin 2wi„ + A~l sin2 wi„ [2w2„ (P„ + 1) 

+ (P2 - 1) sin 2w2„ - 4P„ sin2 w2„] (A5) 

S(m, n,p) = - PiA2wim(j)ipD2nD2m (sin wx„ sin ulm)~ 

X M m , n, p) + si(m, -n, p)] + P2<oinoiiPD2nD2m sin wip 

Pp0>lnUlpD2nD2m sin W tp 

0>2n 
X [s2(m, n, p) + S2(m, -n, p)] - pV 

X [(a>lm + w | „ ) P „ + 2w2mW2nPm] ss(m, n, p) + S2,(m, —n, p) 

Si(m, n, p) + Si(m, —n, p) 

in which 

si(m, n,p) = 

[N(p))-\ (A6) 

U>lm + Win | , , . . , 
2 _ 2 I l(«lm + <">ln - Vlp> SU1 (.0>i„ 

{(aim + Uin)
2 - COfpJ 

+ wi„ + o>iP) + (wim + a>i„ + wip) sin (wim + w l n - wip)] (A7) 

W2m + W2n 
s2(m,n,p) \l~PnPm}\Pp[(0>2n 

(w 2 m + W2„)2 - «2p, 

+ w2„ - w2p) sin (w2m + w2re + w2fl) + (w2m + w2„ + w2p) 

X Sin (w 2 m + W2„ - W2p)] + (w 2 m + U2n ~ 0>2p) 

X (COS (W2m + W2n + W2 p) - 1) 

- (w 2 m + W2„ + W2p)(C0S <W2m + W2n ~ 012p) ~ 1)]! (A8) 

s3(m,n,p) 

= [<»2m + 0>2n ~ W2p][cOS ((w 2 m + W2„ 

+ W2p) - 1] + [^2m + W2„ + W2p] 

(w 2 m + w 2 „ ) 2 - w 2 p
2 

X [cos(w 2 m +w 2 n - w2p) - 1] (A9) 

S4(m, n, p) = 

[w2 m + W2n + W2 p][sin (w 2 m + W2n - 01 jp)] - [w2 m + W2n ~ W2p] 

(w2m + w2 n)2 - wip 

X [sin (w2m + w2„ + w2p)] (A10) 

The term S(m, n) is obtained from equation (A6) where the indicated 
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operations in the terms si, S2> ^3 and S4 are first performed and in turn, In all instances, negative subscripted values in the arguments are 
the substitution, p = re, is then made. Lastly, synonymous with the following operations: 

Q{m, n) = sin V<oL + u'i„ sin y/o>'im + w\n 

- A cos y/oo'im + wL c o s Vw'im + <oL (All) OJ_P = -oop, tan o)-p = - tan wp, P-p = -Pp (Al2) 
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Numerical Solution to a Two-
Dimensional Conduction Problem 
Using Rectangular and Cylindrical 
Body-Fitted Coordinate Systems 
The temperature distribution in a rectangular plate with a circular void at the center was 
calculated using a body-fitted coordinate system. Three different transformed geometries 
were considered: rectangular-rectangular, cut-line, and cylindrical. Problems involving 
insulated outer surfaces could not be solved using the rectangular-rectangular transfor
mation but could be solved with both the cut-line and cylindrical transformations. The 
cylindrical transformation also appears to have the capability of being extended to three-
dimensional problems. 

Introduction 
Analysis in the field of heat transfer has undergone radical change 

in methodology in recent years because of the growth in speed and 
power of modern digital computers. These changes fostered creation 
of various numerical techniques to solve the partial differential 
equation that governs conduction heat transfer. One technique, the 
finite difference method, approximates the differential equation by 
transforming it into a set of algebraic equations. The solution to the 
original problem is then the solution to the set of algebraic equa
tions. 

The heat conduction equation, or more generally the diffusion 
equation, is an elliptic type partial differential equation. Elliptic 
problems require information on all boundaries; therefore, the key 
to these problems is the accurate coupling of the boundaries to the 
interior. This is best accomplished when the boundaries coincide with 
coordinate lines so that node points in the finite difference grid also 
coincide with the boundaries of the system under study. Finite dif
ference expressions on or near regular boundaries, i.e., where 
boundaries and node points coincide, can be obtained without special 
interpolating formulas. However, most real problems involve irregular 
boundaries which require interpolation between boundaries and in
terior grid points. Such representations are inaccurate and produce 
large errors in the vicinity of strong curvature and shape discon
tinuities, i.e., irregular boundaries. 

These difficulties may be overcome through the use of a curvilinear 
coordinate system. Methods for generation of such systems are 
available in the literature [1-4]. Chu [5] transformed an irregular 
domain to an equilateral triangular mesh by taking the curvilinear 
coordinates to be the solutions of a Laplace equation in the physical 
plane. As presented, the technique generates a uniform space grid. 
However, when large gradients exist in a region, it is necessary to in
crease the density of node points within the region in order to increase 
accuracy. Amsden and Hirt [6] extended the method to allow for 
concentration of grid points in areas of large gradients. Thompson, 
et al. [7] further extended the method to include multiconnected 
domains, automated the procedure for concentrating node points, and 
applied the solution to a fluid mechanics problem. McWhorter and 
Sadd [8] applied the method to steady-state anisotropic heat con
duction problems with specified temperature on the boundaries. 

A large portion of the above work concerned the techniques of 
generating the body-fitted coordinate systems and only a compara
tively small amount of work was devoted to the actual implementation 

of the method to solve engineering problems. The work presented here 
solves a simple, but general, unsteady, conduction problem in suffi
cient depth to isolated difficulties within the method and presents 
methods for overcoming the difficulties. The solution technique for 
generation of the curvilinear coordinate system is SOR and the so
lution to the conduction problem is by ADI. Both methods enjoy wide 
popularity for solving finite difference problems and any difficulties 
encountered in solving the test problems presented here will most 
certainly be encountered when the method is applied to actual engi
neering problems. This is important because one of the objectives for 
using the body-fitted technique is the generation of "black box" codes 
which can be used by anyone for a wide range of problems. 

The problem initially chosen for study is shown in Fig. 1. Although 
both inner and outer surfaces appear to be regular, one of the surfaces 
will not coincide with coordinate lines when presented in either the 
rectangular cartesian or cylindrical coordinate systems. Thus, the 
body has one irregular boundary, yet the body is sufficiently regular 
to allow solution by standard finite difference methods and thus 
provide a solution against which the body-fitted solution may be 
checked. 

Generation of Body-Fitted Coordinate System 
The general transformation from the physical x-y plane to the 

transformed £-»; plane is given by £ = £ (x,y) and r\ = r\ (x,y), where 
£ and 7) axe solutions of an eliptic equation with Dirichlet boundary 
conditions for the form 

d2£ d2£ 
dx 2 d y 2 

d2?7 d2?) 

dx2 £>y2 

P& n), 

Q&v), 

(la) 

(lb) 

Contributed by The Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by The Heat Transfer Division, 
September 25,1980. 

where P and Q are coordinate control functions. 
The physical plane is specified by the body shape and the trans

formed plane is any desired shape which simplifies the problem; 
usually a uniform rectangular region. This is shown in equation (1) 
which reflects the desire to work in a rectangular system. However, 
the rectangular system is not the only system which can be used; other 
transformations may be more useful under certain conditions. 

Difficulties in specifying the boundary conditions in the physical 
plane make equation (1) difficult to solve. This can be overcome by 
transforming to the £-17 plane. Although the equations are slightly 
more complicated in the £-JJ plane, the boundary conditions are easily 
specified and the transformed equation solved with standard tech
niques. 

Equation (1) in the transformed plane is 
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d2x „ d2x d2x dx 
a—- + 2P + 7 + P — + I 

d£2 d£dr; dr]2 d£ 

dzy d2y d2y dy 
a ~ 4 + 2/3 —— + 7 — + P — + < 

d£2 d£d?j dr;2 d£ 

dx 
' — = 0, 

dij 

dy 
' — = 0, 
dr; 

(2a) 

(2b) 

where 

0 = fc'Jx + ijyljy 

7 = Vx2 + Vy2 

P = Cxi + Syy 

Q = Vxx + flyy 

The quantity, J , is the Jacobian and is given by 

dx dy dx dy 
a — 

and 

(2c) 

ti 

M. 
dx 

d?j 

dx 

d£dr 

1 dy 

Jdi)' 

ldy 

Jd£' 

I dr; d£ 

d£ 

dy 
dr; 

dy 

1 dx 

Jdi)' 

1 dx 

Jd£ 
(3) 

Again, P and Q are coordinate control functions which allow node 
points to be concentrated in some desired region. Generation of the 
functions is discussed in references [3, 7], and [10] and will not be 
discussed here. In fact, they will be set to zero to simplify the problem. 
A complete set of derivatives relating the physical to the transformed 
plane can be found in reference [5], 

The last step in the process is to transform the diffusion equation 
to the £-?) plane. The unsteady diffusion equation with constant 
properties in rectangular coordinates is 

„ dT , / d 2 T d2T\ 
pC — = k\ + — -

dt \ dx 2 dy2/ 

and transforms into 

dT 
pC— = k 

dt 

d2T n d2T d2T dT 
a + 2/3 + 7 + P — +( 

d£2 d£dtj dr]2 d£ 

(4) 

(5) 

where a, /3,7, P and Q are as stated in equation (2). All of the coeffi
cients a, fi, etc., have been calculated as part of the coordinate gen
eration process and are known quantities. The boundary condition 
used is 

dT 
aT+b— = C 

dn 
(6) 

where a, b, and c can be chosen to produce specified temperature, 
specified heat flux, or a convection boundary condition. The quantity, 
n, in equation (6) represents the normal direction to the surface and 
must be decomposed in components in the coordinate directions. The 
diffusion equation, equation (5), and associated boundary conditions 
are finite differenced and solved using the ADI technique. The second 
order terms were central differenced while the first order terms were 
evaluated using one-sided differencing. An additional simplification 
was made by setting k/pc to one. Variable property problems are 
easily included in the transformation process. However, the terms 
involving the first derivatives of temperature, which are absent in 
constant property problems, should be one-sided differenced. This 
is because the scale factors multiplying first derivative terms can 
change sign throughout the solution region and thus act as velocity 
terms in a convection problem. 

Fig. 1 Test problem-rectangular plate with circular cutout 

£_ONE ADI 
SWEEP 

Fig. 2 Rectangular-rectangular transformation 

Discussion and Results 
The problem examined is shown in Fig. 1 with the general boundary 

given by equation (6) on both the inner and outer surfaces. The first 
transformation used is shown in Fig. 2. This was chosen because it 
produces a simple rectangular transformed geometry and because the 
existence of more than one hole in a region represents a straightfor
ward extension of rectangular cut outs in the transformed plane. This 
presented no particular difficulties when a constant temperature was 
imposed on both the inner and outer surfaces. However, notice what 
occurs for the case of a constant temperature on the inner surface and 
an insulated outer surface. Line A-A shows one sweep in the ^-direc
tion for the ADI method. The boundary conditions for this sweep is 
then a gradient condition for both the right and left boundary. Roach 
[11] shows that ADI does not work for this case. The difficulty is 
avoided when a cut line is introduced to generate the transformation 
[7] shown in Fig. 3. Figure 4 shows the temperature distribution for 
constant temperature boundaries on both inner and outer surfacing 
using the cut line geometry. The results obtained were the same for 
rectangular-rectangular transformation shown in Fig. 2, and also with 
the results obtained using standard finite difference techniques. 
Again, boundary irregularities are not severe enough to prevent an 
accurate solution from being obtained using any of the above tech
niques. In fact, only when a gradient boundary exists on the outer 
surface is it necessary to use the cut line transformation. 

•Nomenclature. 
c = specific heat 
k = thermal conductivity 
t = time 
x = coordinate direction, physical plane 

y = coordinate direction, physical plane 
P = coordinate distribution function 
0 = coordinate distribution function 

T = temperature 
a, /3, 7 = scale factors 
p = density 
£, r\ = transformed coordinates 
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CUT 
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T = 1. 

PHYSICAL PLANE 

A' 
X -ADI SWEEP 

, 

' 

. 

1 

A B 

TRANSFORMED PLANE 

Fig. 3 Coordinate transformation 

It would thus appear that all conduction problems can be solved 
using the idea of a cut line. However, consider an extension to three 
dimensions. In this case, it is quite clear an irregularly shaped body 
with an interior void could easily be transformed to a cubic geometry 
with a cubic shaped void. Once again, problems involving specified 
temperatures on the inner and outer surfaces would present no special 
difficulty in obtaining a solution. If the outer surface is insulated, the 
three-dimensional problem is subject to the same difficulty as the 
two-dimensional problem, i.e., the ADI method creates sweep direc
tions where both the right and left boundaries are gradient conditions. 
Thus, a cubic-cubic transformation for three dimensions generates 
the same difficulties as a rectangular-rectangular transformation for 
two-dimensional problems. This difficulty was overcome for the 
two-dimensional problem using the idea of a cut line; it is not clear 
how to use this idea for the three-dimensional problem. 

Consider again Fig. 3 which shows the cut line transformation. 
Notice that one sweep direction always connects the inner and outer 
surfaces while the other sweep direction is always parallel to the inner 
and outer surfaces. This same general behavior could be obtained by 
transforming the irregularly shaped body so that the inner and outer 
surfaces form concentric cylinders. When this is done, one sweep di
rection always connects the inner and outer surfaces and one sweep 
direction is always parallel to the surfaces. This transformation is 
shown in Fig. 5 and may be calculated by considering the transformed 
coordinates to be solutions to 

1 d2£ 
P « , V), 

d2£ 1 d£ 
—- + — - + • 
dr2 r dr r2 d82 

dr2 r dr r2 £>82 

The quantities r and 8 are standard cylindrical coordinates in the 
physical plane, while £ is the transformed coordinate in the angular 
direction and T\ is the transformed radial coordinate. As explained 
above, it is more advantageous to solve the equations in the trans-

Fig. 4 Temperature distribution using cut line transformation 

PHYSICAL PLANE 

TRANSFORMED PLANE 

Fig. 5 Cylindrical transformation 

formed plane by interchanging the dependent and independent 
variables. The resulting equations become 

(7a) 

(76) where 

i>28 n d28 d20 d8 d0 
a —- + 20 + 7 + P— + Q — = 0, 

d£2 d£d?j dr? d£ di; 

d2r „ d2r d2r dr dr 
a —- + 2/3 + 7 + P — + Q — = 0. 

d£2 d£d?) d?j2 d£ d?j 

dr) \r W ' 

(8a) 

(8b) 

, _ £ d | d r d | d r 

' ~ r2 d8 d6 dr dr' 
0) 
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7 = (^ ) 2
+ M 2 

d2£ 1 d£ 1 d2£ 

dr2 r dr r2 dd2 

dr2 r dr r2 c>02 

The Jacobian is given by 

with equation (3) holding true simply by inserting 6 and r for x and 
y, respectively. Finally, the energy equation becomes 

dT / d 2 T „ d 2 T £>2T ST ^ dT\ , ^ 
pC — = A a — - + 2 / ? — — + 7 — - + P — + Q — , (10) 

where the quantities ex, jS, etc., are defined in equation (9). Notice that 
equation (5) is identical to equation (10). The differences between the 
rectangular and cylindrical transformations are all incorporated into 
the scale factors, a, @, etc., which, so far as the conduction equation 
is concerned, are known quantities. 

The cylindrical transformation was initially tested by considering 
heat transfer in an annular region with constant temperature 
boundary condition on both surfaces. This problem was solved by 
three different techniques and the solutions compared. The first 
technique was to analytically generate the steady-state solution. This 
is a one-dimensional steady-state problem and the solution is found 
in any introductory heat transfer text. The second technique is to use 
the rectangular transformation with a cut line, while the last technique 
is the cylindrical transformation. The boundary conditions were then 
changed to constant temperature on the inner surface and a convec
tion boundary on the outer surface, and the problem was again solved 
using the same three techniques as the constant temperature problem. 
The results are listed in Table 1. 

Both the rectangular cut line transformation and the cylindrical 
transformation were used on the rectangular plate with a circular cut 
out shown in Fig. 1. The cylindrical transformation produces essen
tially the same system as seen in Fig. 4. They may be different because 
any radial line can be used as a zero reference; however, if the zero 
radial line coincides with the cut line, the two transformations produce 
the same coordinate systems. Figure 4 shows the temperature dis
tribution throughout the body as obtained by the cut line transfor
mation, and Fig. 6 is the temperature distribution as obtained with 
the cylindrical transformation. There are minor differences between 
the two solutions, but both are within 1 percent of the values obtained 
with standard finite difference techniques. 

Figure 8 shows a cut line transformation when a body contains more 
than one void, while Figs. 8 and 9 show two possible cylindrical 
transformations for bodies containing more than one void. The 
transformation shown in Fig. 8 avoids difficulties at r = 0, whereas 
the transformation shown in Fig. 9 will require special care at r = 0 
[12]. However, either transformation works. 

It is thus seen that the cylindrical transformation produces results 
equal to the rectangular transformation in terms of accuracy of so
lution and capability of handling multiple voids. This is important 
because it provides a direction to take for three-dimensional problems. 
Fig. 10(a) shows the three-dimensional analog of Fig. 1, a cubic body 
containing a spherical void. Mastin and Thompson [13] have used a 
rectangular transformation on a three-dimensional problem to gen
erate a solid rectangular transformed region with a specified function 
on five sides. A logical extension to three-dimensional problems with 
interior voids would be a transformation with a cubic interior and 
exterior surface. However, this produces the same difficulty as the 
two-dimensional problem for an insulated interior surface; the ADI 
sweep will have two gradient boundary conditions. There does not 
seem to be any way to introduce the cut line transformation for this 
problem. On the other hand, the cylindrical transformation can be 
extended to three dimensions. The basis for this transformation was 

T a b l e 1 Compar i son b e t w e e n n u m e r i c a l and analyt ic 
so lu t ions for 

(1) SPECIFIED TEMPERATURE BOUNDARY 
CONDITIONS: 

Max. Error 
Compared with No. of Time 

Type of Exact Solution Steps to Steady-
Transformation (Percent) State 

Rectangular 0.3217 589 
transformation 

Cylindrical 0.2588 581 
transformation 

(2) CONVECTION BOUNDARY CONDITION ON 
OUTER SURFACE 

Rectangular 1.0305 972 
transformation 

Cylindrical 0.9459 908 
transformation 

Time step equals critical time for explicit formulation 

to produce one sweep direction which always connected the inner and 
outer surfaces and another sweep direction parallel to the surfaces. 
This same idea is satisfied with the spherical transformation in Fig. 
10(6). The work on the three-dimensional problem is still in prog
ress. 

The final aspect of the problem considered was the time step used 
in the ADI method. If it is desired to follow a transient problem from 
initial to final state, any time step which produces a stable solution 
is acceptable. In fact, because SOR is in reality a time-like technique 
[11], each iteration represents part of the transient solution and, thus, 
SOR could also be used for the transient solution. The steady-state 
solution is obtained as part of the transient solution as time becomes 
large. If it is desired to solve only the steady-state problem, the in
termediate solutions are not important and the technique which re
quires the least amount of calculations should be used. Theoretically, 
the ADI technique is unconditionally stable for any time step, but in 
practice is usually kept to a value below ten times the critical time step 
as evaluated from an explicit method [11]. The rectangular test 
problem with a convection boundary at the outer surface was solved 
with time steps as large as 16 times the critical step. Therefore, the 
ADI technique retains its desirable properties in the transformed 
plane. This is in contrast to the SOR method, which usually requires 
more iterations when used for the transformed equations [5]. 

Conclusions 
A cylindrical transformation allows solution to certain problems 

which cannot be solved with some of the natural appearing rectangular 
transformations. However, the form of the diffusion equation is the 
same in the transformed plane, regardless of whether a rectangular 
or cylindrical transformation is used. Differences between the two 
transformations are seen by the conduction equation as simply a 
difference in the magnitude of the scale factors. Therefore, a general 
solution program can be constructed which is independent of both 
the physical geometry of the problem and the specific transformation 
used. Both the geometry and transformation are contained within a 
separate code to generate the scale factors where both aspects of the 
problem are easy to vary. 

The desired properties of the ADI technique are retained in the 
transformed plane. Thus, the unsteady problem with a very large time 
step may be used to obtain the steady-state solution. This is in con
trast to the SOR technique which requires more iterations in the 
transformed plane than in the physical plane. 

Finally, the use of the cylindrical transformation for two-dimen
sional problems points the way for the use of a spherical transfor
mation in solving three-dimensional problems. 
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Unsteady Surface Element Method 
A method for the solution of transient heat conduction problems, called the unsteady sur
face element (USE) method, is developed and applied to several problems. The method 
is intended for thermally contacting bodies of similar or dissimilar geometries such as 
occur in contact conductance and intrinsic thermocouple problems. The method utilizes 
Duhamel's integral in several ways. Two different procedures are presented, one utilizing 
temperature-based kernels and the other uses heat flux-based kernels. One of the given 
applications is to the intrinsic thermocouple problem. Several solutions are given and the 
results agree very well with two finite difference solutions. 

Introduction 
A method for solution of transient heat conduction problems, called 

the unsteady surface element method (USE), is described and de
veloped herein. The method is applicable to bodies described by the 
linear heat conduction equation; the bodies may be composite and 
of arbitrary geometry. The boundary conditions can be either linear 
or nonlinear; however, the present paper is limited to linear exam
ples. 

A precursor of the USE method is the quasi-coupling method of 
Keltner [1, 2]. Yovanovich [3] coined the name "surface element." The 
method is related to the boundary integral method that has been 
widely used in applied mechanics [4]. The boundary integral method 
has been developed for steady-state heat conduction cases by 
Schneider [5] and Khader [6]. A transient form of the boundary in
tegral was developed by Thaler and Mueller [7]. 

The boundary integral methods [4-7] use as a fundamental solution 
(or "building block" or "kernel") either the line source or point source 
solutions for temperature in an infinite body. The line source solution 
is used for two-dimensional rectangular bodies and the point source 
is used for three-dimensional bodies. The boundary integral tech
niques reduce the dimensionality of the numerical solution compared 
to the finite difference (FD) or finite element (FE) methods in which 
nodes are needed in the interior of the bodies as well as at the 
boundaries. For two-dimensional geometries the boundary integral 
method reduces the problem to treating a one-dimensional surface 
and for three-dimensional geometries to two-dimensional surfaces. 
As a consequence the boundary integral method has the potential of 
substantial reduction of computer time over FD and FE methods. 

The USE method can reduce the computer time even further for 
certain geometries. This is because only certain regions of the surfaces 
need be considered for both one, two and three-dimensional problems. 
This greater power is obtained at the expense of more complex 
building blocks, however. 

Problems that are susceptible to easier treatment employing the 
USE method than the FD and FE methods include semi-infinite 
bodies that are heated only over part of the surface and bodies of 
similar and dissimilar basic geometries that are connected only over 
small surface regions on the bodies. Examples of connecting similar 
bodies occur in contact conductance problems such as the case of two 
semi-infinite cylinders connected only over a central circular region. 
See Fig. 1(a). An example involving dissimilar geometries is the 
thermocouple problem [1, 8-14] which involves a semi-infinite cyl
inder attached to a semi-infinite body (Fig. 1(6)) or to an infinite plate 
(Fig. 1(c)). A related case is that of a fin attached to a plate when the 
transient temperature distribution of the fin including the base is of 
interest. 

For the specific problems mentioned above, FD and FE methods 
can be used but they are not entirely satisfactory, however, due to the 
necessity of providing extremely fine nodes near the interface between 
the basic geometries (including "corners"), many large nodes further 
from the interface, and potentially long computer running times. 
Indeed, Keltner [1,2] developed his quasi-coupling method because 
of the difficulty of using the FD method for the intrinsic thermocouple 
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Fig 1(c) 

Fig. 1 Some geometries that are conveniently treated using the surface 
element method 

problem (Fig. 1(b)), and Yovanovich [3] developed his method because 
both FD and FE methods did not seem to be adequate for contact 
conductance problems. Another aspect of the USE method is that only 
the interface nodes need be considered initially; later the temperature 
history at any interior or boundary location can be found. This reduces 
computations compared to the FD and FE methods for which the 
whole domain must be considered and also compared to the boundary 
integral technique [7] for which all surfaces or interfaces must be 
considered while the USE method may consider only connecting 
nodes. 

The solution of problems involving transient heat transfer between 
dissimilar geometric regions, often with differing thermophysical 
properties, is difficult because the separate regions are coupled by 
simultaneous interfacial boundary conditions which, in general, vary 
with time in some unspecified manner. It is sometimes possible to 
obtain approximate solutions by relaxing the conditions which the 
coupled regions must satisfy. In fact this is the approach often used 
when two-dimensional problems are approximated by one dimen
sional solutions [2,8-11]. In developing the USE solutions, the cou
pling interfacial boundary conditions may be relaxed so that neither 
temperature nor heat flux need simultaneously match for all points 
along the interface and at all times. Instead, a less stringent require
ment equates average heat fluxes between the coupled regions while 
still requiring simultaneous matching of area-average interfacial 
temperatures. The solution can be improved by utilizing more than 
one interface node. (In a future paper the case of n > 1 connecting 
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nodes is to be developed.) As in any numerical technique there is a 
trade-off between accuracy and simplicity; in the present paper the 
simplest case of a single interface node is utilized. 

The objectives of this paper are to present (£) a form of the USE 
method based on temperature kernels, (ii) a form of USE based on 
heat flux kernels and (Hi) compare the two approaches. The tem
perature kernel method utilizes the Duhamel's integral with a kernel 
for a unit step in temperature. The heat flux kernel method also uti
lizes a form of Duhamel's integral but the kernel is for a unit step 
change in heat flux. The use of these integrals puts the method on a 
more firm basis than the quasi-coupling procedure presented in [1, 
2]. 

To demonstrate the USE methods based on temperature and heat 
flux kernels, several problems are considered using both methods. 
Two problems are the temperatures and/or interfacial heat flow for 
two semi-infinite bodies suddenly brought together with perfect 
contact and imperfect contact; these problems have known exact 
solutions. The more difficult case of the intrinsic thermocouple is also 
investigated and approximate results are derived and compared with 
those obtained by two finite difference analyses. 

Temperature-Based USE Procedure 
Assume that body 1, which has an arbitrary geometry, is initially 

at a uniform temperature Tj; and a portion of the surface, A, is subject 
to a time-varying temperature. No spatial variation of temperature 
over A is permitted. All other surfaces are insulated. Let the tem
perature rise at position x in body 1 due to a unit step increase in 
temperature at the surface A be denoted &i(x, t). See Fig. 2. Then any 
temperature Ti(x, t) for a time varying surface temperature Ti(0, t) 
is given by the following form of Duhamel's theorem, 

T 1(x, t ) = Tii + — f W o , X ) - T i i ] 0 1 ( x , t - X ) d X (1) 
dt Jo 

The heat flow through the surface region is given by 

d 
qi(t)A 

dt 
A f [Ti(0, X) - Tu]eqi(0, t 

Jo 
X)dX (2) 

where Qi(t) is the surface (or interface) heat flux and where the area 
average heat flux for a unit increase in surface temperature is 

£>0i(x, t) «<o. * > - £ £ - ' 
dn 

dA (3) 

Suppose that a second body, body 2, is initially at temperature T2; 
and is suddenly brought into contact with body 1. The same average 
heat flux that enters body 1 then leaves body 2 so that 

Aqi(t) = -Aq2{t) (4) 

The statement given by (4) is always true (provided there are no 
interface heat sources) but the statement of uniform temperature over 
the surface is not true in general. Two cases for which the isothermal 
condition is true are now considered. 

Consider now the specific classical case of two homogeneous, 
semi-infinite bodies initially at the different temperatures of Tu and 
T2;, see Fig. 3. These semi-infinite cases are considered to illustrate 
the methods rather than to present new results. For perfect and im
perfect contact the kernel 0,-(x, t) is [15] 

9l(x, t) = erfc-
2V«;t 

(5) 

Insulated surface 

Fig. 2 Two arbitrary bodies connected over the region A 

Fig. 3 Two homogeneous semi-infinite bodies initially at different initial 
temperatures brought into thermal contact 

0,i(O, t) = ± hie-*1'*"* / v W U - o , 
+ for i = 1, - for i = 2 (6) 

For perfect contact the interface temperature (at * = 0) is identical 
for both bodies so that Ti(Q, t) = T2(0, t) = T(0, t). Utilizing (2) in 
(4) yields 

^ Ct[T(Q,\)-Tli]BQ1(0,t-X)dX 
ot Jo 

= 7 f [T(0, X) - T2i]6q2(Q, t - X)dA 
dt Jo 

and then employing (6) gives 

(7) 

- [ T ( 0 , X ) - T u 
dt Jo 

ki 
dX 

,y/lT(Xi(t — X), 

- ^ fV(0 ,X) -T 2 l ] 
dt Jo 

. dX (8) 
V 7ra2(t - X), 

which is a Volterra equation of the first kind with the unknown being 
the function T(0, t). This equation could be solved numerically [16] 
but in this case a simple analytical procedure utilizing the Laplace 
transform is possible. 

Taking the Laplace transform of (8) gives 

s L [ T ( 0 , t ) - T i ; ] 
* i = -sL[T{0,t)-T2i]. 0) 

where L[T(0, t)\ is the Laplace transform of 7X0, t). For convenience, 
let T[0, s] = L[T(0, t)]. Without loss of generality let TU = T0 and 
T2i = 0; then 

k2 T(0, s) - — 
s . 

Solving for T(0, s) gives 

T0 kx 

The related heat flux is 
T(0,s) 

•-T(0,s)> 

kl k; 

s (a is) 1 ' 2 [(ais)1 '2 (ct2s) 1/2 

(10) 

(ID 

. N o m e n c l a t u r e -

A = contacting area 

b = property group defined by (16b) 

h = heat transfer coefficient 

k = thermal conductivity 

q = interface or surface heat flux 

s = Laplace transform parameter 
t = temperature 
To = initial temperature of body 1 
x = coordinate 
a = thermal diffusivity 
|8 = property group defined by (12b) 

6g = temperature-based kernel for Duhamel's 
integral 

X = dummy time variable 

<j> = heat flux-based kernel for Duhamel's 
integral 
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which has the inverse Laplace transform of 

T(0, t) = T0( l + /3)-1 

where 

P = \k2p2C2lhxpxC 11/2 

(12a) 

(126) 

This is the desired exact solution for the surface temperature for both 
bodies for the case of perfect contact [15]. 

Next consider the more complex case of imperfect contact of two 
semi-infinite bodies. Let there be a contact conductance, h, between 
the bodies. The heat fluxes are related by 

<7i(t) = -q2(£) = h[T2(0, t) - TitO, t)] (13) 

where now both Ti(0, t) and T2(0, t) are unknown functions. 
Solving (13) for Ti(0, t), in terms of q2{t), substituting in (2) and 

again equating the heat fluxes gives 

C [T2(0,X) - Tu]BQ1(0,t - X)dX 
Jo 

+ C\H ClT2(0,y)-T2i]6q2(0,\-y)dy 
Jo \h ot Jo 

6qi(0, t - X)dX 

dt 
§ ' [T2(0, X) - T2i]Bq2(0, t-X)dX (14) 

This is an integral equation of the Volterra type except now a double 
integration is present; the unknown function is T2(0, t). 

The integral equation given by (14) would in most cases be solved 
numerically but again the exact solution can be found using the La
place transform, 

a r Tvi - - 1 r *.,, -
— 0Q2 (15) 1 2 

S 
e^i 1 2 

s 
Bqfiqi = -s 7p T 2 i ' 

1 2 

where 0qi = ki/(ccis)x/2. 
Factoring out common terms and letting Tu = To and T2; 

gives 

1° 
s 

ki I ki h\k2 

h-sf «1«2 

1 
(16a) 

V f e 2 P ^ s{s^2 + bh) 

b = [(feiPiCi)"1/2 + (fe2P2C2)-
1/2] (166) 

Taking the inverse Laplace transform of (16a) yields the desired 
exact interface temperature of 

T2(0, t) 
T0[l - e"2b2terfc(hbVt)] 

(17) 
[1 + ffl 

where /3 is defined in (126) [15]. 
Interior temperatures can now be found by introducing the ex

pression given by (17) into a Duhamel's integral similar to (1) with 
d(x, t) given by (5). The heat flux across the interface can be found 
by using (17) in Duhamel's integral similar to (2). 

H e a t F l u x B a s e d U S E 
The heat flux based USE method is developed in a similar manner 

as the temperature based method. Let a portion of body 1 be subjected 
to a time-variable heat flux. No spatial variation of heat flux is per
mitted. All other surfaces are either insulated or held isothermal at 
the initial temperature. Let the temperature rise at position x in body 
1 due to unit step increase in heat flux q at the surface be denoted 
0i(x, t), then it can be shown at position x and time t that the tem
perature for a time-variable heat flux q(t) is 

Ti(x, t) = Tu + ; 
dt 

fo g(X)0i(x,/ \)d\ (18) 

where q(t) is an arbitrary heat flux which is non-zero only for t > 
0. 

Suppose that a second body, body 2, is initially at temperature T% 
and is suddenly brought into either perfect or imperfect contact with 
body 1. The same heat flux that enters body 1 then leaves body 2 so 
that the temperature at any location x in body 2 and time t is then 

T2(x, t) = T2i - — r ' q ( X ) 0 2 ( x , t - X ) d X 
dt Jo 

(19) 

where <fe(x, t) is the temperature rise in body 2 at position x and time 
t due to a unit step increase in q starting at time zero. 

The assumption of a spatially uniform heat flux is not always 
compatible with a spatially uniform temperature. The statement in 
terms of an average heat flux given by (4) is always true, however. 

For the special geometry of two semi-infinite bodies coming into 
uniform contact over the complete interface, the interface tempera
tures are not functions of position. The kernel <fo(x, t) is a function 
of a single space dimension and time [15], 

2£1/2 

<Pi(x, t) - ierfc 
2(ait)

1'2 (20) 
(kiPiCi)^ 

where x is directed inward in each body and the i subscript is 1 or 2. 
At the surface of the body, x = 0 and ierfc(O) = TT - 1 '2 . 

Consider first the case of perfect contact for which the interface 
temperature must be the same for both bodies. Equating (18) and 
(19) with Tu = To and T2i = 0 at x = 0 yields 

Tn + -
dt 

r" 2(t-X)^2dX d r" 
JO Q (•KklPlCl)in ' i>t J o 

<?(X) 
2(t - X)1/2dX 

(7r/e2/02C2)1 /2 

(21) 

which can be re-arranged to the form 

— f q(X)2bTr-1'Ht - X)1/2dX = - T 0 
dt Jo 

(22) 

This is again a Volterra integral equation of the first kind and can be 
solved for q(t) using the numerical methods in [16]. For this simple 
case the solution can be obtained as above by utilizing the Laplace 
transform to obtain 

q(t) = -T 0 6- 1 (7 r t ) - 1 / 2 

Utilizing (20) (with x = 0) and (23) in (18) yields 

TM t) = T0(l + /3)-1 

(23) 

(24) 

which is the same as (12) which was derived using the temperature 
form of Duhamel's theorem. 

A comparison of the above procedures for the T and q based USE 
methods for the perfect contact example considered shows both 
methods yield a Volterra integral equation of the first kind. In the 
temperature case the solution is for the interface temperature while 
in the heat flux USE case the solution is for q(t). 

Next for the q- based USE method consider the imperfect contact 
case. Equation (13) still applies but utilizing (18, 19) and (20) 
yields 

- T 0 -
q(t) 2b d 

h 
- 7 = - f ?(X)(t-
V7T dt JO 

X)l'*dX (25) 

This is called a Volterra integral equation of the second kind since q (t) 
appears both inside and outside the integral. Equation (25) is simpler 
than the comparable T-based equation given by (14) which has a 
double integral. A solution of (25) for q(t) utilizing the Laplace 
transform is 

q(t) = -hToe^^evHhbt1'2) (26) 

where 6 is defined by (166) [15]. If h goes to infinity, (26) reduces to 
(23). To obtain the surface temperatures, the Laplace transform of 
q(t) obtained from (25) is used with the Laplace transform of (18) or 
(19). 

From a comparison of the T and q based USE integral equations 
of (14) and (25), the g-based equation has a simpler form and poses 
less difficulty in numerical solution (which might be required for more 
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complex geometries). Furthermore the q-based equation, (25), is 
derived in a more straightforward manner. 

In tr ins i c T h e r m o c o u p l e E x a m p l e 
In the previous sections, the USE method was applied to problems 

for which exact solutions are available. An application for which no 
exact solution exists for the entire time domain is the intrinsic ther
mocouple problem. Some T- based and q- based solutions are given 
for early and late times that are relatively simple and agree surpris
ingly well. 

The geometry for the intrinsic thermocouple problem is that of a 
semi-infinite cylinder attached to a semi-infinite body as shown in 
Fig. 1(b). At zero time the semi-infinite body is at To while the initial 
temperature of the cylinder is zero. The interface temperature and 
heat flux are both functions of time and also position. In this paper, 
however, only the average spatial temperature and heat flux is con
sidered. The two methods complement one another. In the temper
ature based analysis the temperature is uniform over the interface 
but that implies that the heat flux varies spatially. The q- based 
analysis has a spatially uniform q but space variable T. When there 
is a spatial variation the average is utilized. A more rigorous treatment 
of the problem would use several interface nodes with the q- based 
method; a paper on this subject will be written in the future. 

Temperature Based Solution. The temperature based USE 
method starts with (7) with body 1 being the half space and body 2 
being the semi-infinite cylinder. Let the equation be integrated over 
t to eliminate the derivatives and let the time be made dimension-
less, 

t* = atf/a2 
(27) 

which is based on the thermal diffusivity of body 1. 
From a third order integral solution [17], an early time approxi

mation for 6qi(t) is 

0qi(t) = fe1(o7r)-1[1.9048(t*)-1/2 

+ 1 - 3 £; (-l)n(i*1 ' '2 /0.63495)"] (28) 
n = l 

which is valid for t * < 0.05. From a solution by Norminton and 
Blackwell [18], a late time approximation is 

6qi(t) = k1(aTr)-1[l.4367(t*)-1/2 + 4] (29) 

Comparison with other analyses indicates that (29) is a good ap
proximation for t* > 0.1 [18-21], The coefficients of (28) are ap
proximate as t * - • 0 while the coefficients of (29) are exact as t * -» 
°°. 

For the assumption of a spatially-uniform unit step increase in 
surface temperature at the end of a semi-infinite cylinder, an exact 
expression for 6q2(t) can be given and it is valid for all times; it is the 
same as (6) and in terms of t* is [15] 

fl„(t) = -MM*-**)1 '2]-1 

where @ is defined by (126). 
Then from (7) one can get 

[T(0, s) - Tos-%^) = T(0, s)6q2(s) 

T(0,s) M«) 

(30) 

(31a) 

(31b) 
s Ms) _MS) 

using either (28) or (29) for 8qi. 
This relation can be used to obtain a solution for T(0, t) in terms 

of a power series in ( t*) 1 ' 2 . However, if just two terms are used, then 
an analytical solution is possible. If the coefficients of dqi are A\ and 
A2 then (316) becomes 

T(0, s) = To 
/3TT P^'HAt + ^vr1'2) 

(32) 
,s A2s

1/2 A2[(A1 + /37r1/2)(7rs)1/2 + A2] 

Taking the inverse transform of (32) yields for the interface tem 

perature, 

T(0,t) 
-= 1 -

PM1/2 

eCH* eTic[C(t*)m] 
Ai + /Sir1'2 

C = A2(A1 + i87r1/2)-17r-1/2 

(33a) 

(336) 

It is rather remarkable that both the short and large time expres
sions have the same form for the temperature based USE method for 
the intrinsic thermocouple problem. For early and late times, however, 
approximations of (33) give different behavior; for early times one 
finds 

T(0, t) _ 1.90484 2P(TTt*)1'2 

T 0 ~ D irfl2 

D = 1.90484 + /3TT1/2 

and for late times (£* > 50) 

T(0, t) 7T/S/ 1 U/2 /J(Al + /S7T1 ' '2)2/ 7T \ 3 / 2 

« 1 - — . . 
4 Wt* 16f 

(34a) 

(34b) 

(34c) 

Ai = 1.43670 

Hence for very early times (t * < 0.001) the interface temperature is 
the constant term of 1.90484/D plus a term that is proportional to 
(£*)1 / 2 . For late times the solution converges to 1 from below as 
( t* ) - 1 / 2 . 

Heat Flux Based Solution. The heat flux based USE method 
starts with a generalization of (21) 

T(0, t) = T0 + — f q(X)0i(O, £ - X ) d X 
dt J o 

= f q(X)02(O,J-X)dX 
dt Jo 

(35) 

Tos" 
(36) 

which can be used to obtain 

q(t) = -L-1 

l0x(O,s) + 02(O,s)J 
The interface temperature, T(0, t), can then be found by intro

ducing (36) into (35) to get 

T(0, t) 
dt Jo 

Tos-
02(O, t - X)dX (37) 

M 0 , s) + </.2(0, s)J 
Now take the Laplace transform of (37) and then the inverse trans
form to yield 

T(0, t) 

To 
L " 1 s - ^ O . s ) 

(38) 
h(0,s) + <p2(0,s)] 

The early time and late time behavior for the (/-based USE method 
can be obtained from (38) by using the early and late time expressions 
for <h(0, t) which are [22] 

0i(O,t) = — 
ki 

4>i(0, t) = f-

lt*\V2 2 . 
2 — - - t * t* <0 .1 

t* > 10 

(39a) 

(396) 
,3TT 2(7r£*)1/2j 

which are quite unlike (28) and (29) utilized in the T-based USE 
method. These expressions are the exact expressions obtained for the 
limiting cases. The <j>2 expression found from (20) evaluated at x = 
Ois 

,„ , 2 a / 3 " 1 / i * i / 2 
02«u) = —r— — 

Then the solution of (38) for the early times is 

T(0, t) 1 

r0 i + i 
I 

l + erf (Mi t*) i / 2 ' 

U(i+ /?)/] exp 
A^V 

(40) 

(41a) 

( t*)l/2 4 02^* 
7r2a + ;8)2J 

t * < 0 . 1 (416) 
1 + $ 7T3/2 (1 + /3)2 ' 7T2 (1 + |3)3' 

To get a convenient expression for the large times the second term 
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of (396) is neglected (it is also less significant); the result is 

/3TT, no, t) 1 
rp - 1 exp 

- 1 8P 

m 
i 

37r(7Tt*)1/2' 

erfcF^U*)1/2! (42a) 

t* > 100 (42b) 

Comparison of the Intrinsic Thermocouple Results 
All four solutions for the intrinsic thermocouple problem were 

evaluated for /? = 4/3 which approximates a half-space of chromel 
alloy and a cylinder of alumel alloy. The results of this evaluation are 
given in Fig. 4 and Table 1 along with results from two finite difference 
solutions [1,13]. As can be seen, there is excellent agreement between 
the various models in their overlapping areas of validity. 

Notice that both early time solutions, (34a) and (41b), have the 
same form of a constant plus a (t *)1/2 term. For t * going to zero, the 
solution should approach that for two semi-infinite bodies given by 
(12a) which is (1 + /3)_1. The q-based solution does approach this 
value but the T- based solution does not. The reason for this is that 
the q-based solution utilizes (39a) which is the first two terms of the 
exact solution while the T-based solution employs (28) which comes 
from an approximate integral analysis [17]. Since the q-based solution 
approaches the exact solution for t * —• 0, it should be more accurate 
for the early times. 

For the late times the results are again very similar; compare (34c) 
and (42b) with the (Trt*)~1/2 coefficients of 

T ( O . t ' ) « • ? • 

E 1 " - ( " " ) - 7 / 4 l E , » . ( 4 2 a ) 

/ 

F i n i t e Di f ference / 
Model El3l 

- E q n . (33a) 

X-Eqn. 
- r 

-g£— F i n i t e Different 
Model [1] 

9.4 I iTi i l l l l I I I mi l l—I I 1111II | 1 I I Hill]—I Il|—I I * T i 111] I I l l l l l l 

ie"4 ie~3 io"s le"1 i i° i°2 

t* 

Fig. 4 Interface temperature histories, (3 = 4 /3 

T(8 „ , 80 
- — = -0.7854/3 and - — = - 0 . 

4 37T 

which differ only by 8 percent and have the same sign and linear de
pendence on (3. For late times, the T-based solution is believed to be 
more accurate because the constant interface temperature assumption 
is expected to be better than the constant heat flux assumption for 

Summary and Conclusions 
The unsteady surface element method can be useful for problems 

of transient heat transfer between bodies of similar or dissimilar ge
ometry. Starting from fundamental solutions for each region and then 
matching the interface boundary conditions on a global basis, a con
volution equation can be developed for the time dependent interface 
conditions. The fundamental solutions, for a step change in either 
temperature of heat flux, maybe either exact or approximate; the 
convolution equation can be evaluated using well-developed tech
niques for integral equations or in some cases analytical solutions are 
possible. 

The USE method is best suited for determining the temperature 
and heat flow at the interface between regions. In many applications, 
these are the main parameters of interest. If required, the conditions 
at interior points can be obtained by evaluating a convolution equa
tion. The accuracy of the solutions is limited only by the accuracy of 
the fundamental solutions and the errors introduced by incomplete 
matching of the interface conditions. 

In the present paper, the examples which use exact fundamental 
solutions and which match the interface conditions exactly result in 
solutions which are identical to classical solutions. The intrinsic 
thermocouple problem is used as an example in which the interface 
conditions are matched only on a global basis. There is a very good 
agreement between the temperature and heat flux USE solutions and 
previous numerical results. 
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Heat Transfer in Cooled Porous 
Region with Curwed Boundary 
Heat transfer characteristics are analyzed for a cooled two-dimensional porous medium 
having a curved boundary. A general analytical procedure is given in combination with 
a numerical conformal mapping method used to transform the porous region into an 
upper half plane. To illustrate the method, results are evaluated for a cosine shaped 
boundary subjected to uniform external heating. The results show the effects of coolant 
starvation in the thick regions of the medium, and the extent that internal heat conduc
tion causes the heated surface to have a more uniform temperature. 

Introduction 
Transpiration is an efficient cooling technique wherein very good 

thermal contact is obtained between a coolant and a metallic medium 
being cooled. The metal is fabricated in a porous form and coolant 
from a reservoir is forced through so that it exits at the boundary 
exposed to the heat load. For localized cooling applications and for 
structural strength, the porous region can be an insert in an otherwise 
solid wall; the heat transfer performance of such an insert will be 
studied here. 

The present study deals with regions having a curved boundary 
exposed to external heating, and is a further development of the 
analyses in [1] and [2] combined with a generalized conformal map
ping method from [3] and [4]. The flow is by forced convection and 
is governed by Darcy's law stating that the local fluid velocity depends 
on the local pressure gradient. Consequently in dimensionless form 
the pressure becomes the velocity potential. The inlet and outlet 
porous boundaries are each at constant pressure which is valid when 
the pressure drop through the medium is large compared with changes 
along the boundaries. The effect of nonuniform pressure can be es
timated by use of [5]. The other two boundaries are joined to the solid 
wall and have no flow across them, (see Fig. 1). As a result of these 
conditions the porous region transforms into a rectangle in terms of 
velocity potential and flow direction coordinates. The streamlines are 
parallel straight lines in the transformed region in contrast to being 
complicated functions of position in the physical geometry. 

The simple streamline distribution in the potential coordinate 
system leads to a simplified form of the energy equation transformed 
into this system, and a general solution is obtained by separation of 
variables [1]. After the solution is found, it is mapped back into the 
physical plane by adapting a generalized Schwarz-Christoffel method 
from [3] and [4]. The final results are the velocities and temperatures 
at the curved boundary of the porous material exposed to external 
heating. 

Analytical Procedure 
The porous cooled region is shown in Fig. 1; it can be an insert in 

a solid wall. The region has three straight sides, and one curved 
boundary that is exposed to a heat loading qs along its length. The 
coolant flows out through the curved boundary. The two side 
boundaries are assumed insulated, and one or both of the side 
boundaries could be symmetry lines if the thickness variation of the 
porous region along the x -direction is symmetric or periodic about 
specific x values. 

The curved surface is at pressure p s , and the coolant reservoir is 
a t p „ . The flow resistance of the medium is large enough that p«, — 
ps is much greater than any pressure variations along the boundaries. 
The coolant velocities are low so the surface exposed to the reservoir 
is essentially at p „ . The porous region has an effective thermal con
ductivity km based on the actual cross-sectional area of the porous 
material including both solid and pore areas. The km is assumed large 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
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compared with the coolant conductivity so that heat conduction in 
the coolant is not a consideration (if necessary a volume weighted 
conductivity could be defined to approximately account for coolant 
conductivity). 

The quantity v(z) is the Darcy velocity of the fluid, which is the 
local volume flow rate divided by the local cross-sectional area in
cluding both solid and pore areas. Then the continuity equation, 
Darcy's law, and the energy equation are (for incompressible flow and 
the coolant and solid in local thermal equilibrium), 

V - v = 0 

v = — Vp 

kmV2t - pcpv-Vt = 0 

(1) 

(2) 

(3) 

Along the curved surface there is imposed an arbitrary heat flux 
variation qs(zs) giving the boundary conditions: 

p = ps = constant 
kmns • Vt = qs(zs) = <ji + (q2 - qi)F(zs)\ 

for x,y ons (4) 

As the fluid at t» approaches so its temperature rises within a thin 
region to toUo) in essentially a locally one-dimensional fashion, so that 
along so: 

p = po = constant 

femn0 • Vt = pcp{t - t„)n 0 • v. 

In dimensionless form, equation (2) becomes 

V = V0 

for x, y on so (5) 

(6) 

so that i/)(Z) is a velocity potential. Using equation (6) to eliminate 
v in (1) yields 

. = 0 (7) 

COOLANT 
FLOW qs(zs) 

BOUNDARY s, 

Ps.*s 

-BOUNDARY sQ( 

Po~P=o 

to 
RESERVOIR, fU.too 

Fig. 1 Transpiration cooled two-dimensional porous region 
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so that the potential can be found by solving Laplace's equation in 
the porous region. After eliminating v equation (3) becomes 

V2T - 2AV0 • VT = 0 (8) 

From (4) and (5), the dimensionless boundary conditions are: 

n, • VT = 1 + fg2 ~ 9l) F(ZS) for X, Y on S ' (9) 

(10) 
9i 

•• 0; n0 • VT = 2ATn0 • V for X, Y on S 0 

Since 0 is constant on both S and So, the normal to these surfaces is 
normal to the constant 0 lines, and the unit normal vectors are: 

n0 = 

>V0/|V0| for X, Yon S 

- V 0 / | V 0 | for X, Yon So 

(11) 

(12) 

Using equation (6) to eliminate V, and (11) and (12) to eliminate the 
n, the boundary conditions (9) and (10) become 

0 = 0S = constant 

V0- V T = |V0| 1 + 1i -1 
(i / 

F(Z.) 
• for X, Y on S (13) 

for X, Y on S 0 (14) 
0 = 0 

V 0 - V T = 2AT|V0| 2 

Equations (8,13) and (14) show that T is related to 0, where 0(X, 
Y) can be found by solving equation (7). 

Potential Plane Coordinates and Solution. Since 0 satisfies 
Laplace's equation it can be considered as part of an analytic function 
W = i> + i0 of a complex variable 2, = X + iY. In the potential plane 
the porous region, Fig. 2(a), maps into a rectangle bounded on two 
sides by 0 = 0 and 0S. The lines of constant \p are normal to the 0 lines, 
Fig. 2(6). Along So the velocity in the Y direction is V = d0/dY, and 
from the Cauchy-Riemann equations this is equal to dxp/dX. The 
width of the rectangle in Fig. 2(6) is then, 

^2-^1= CX2v(x0)dx0 

= I v(xo)dxQ = Of 
K Pa ~ ps «/X0=0 K Pa, — PS 

Fig. 2(a) Dimensionless physical plane, Z= X+ IY 

/I 
n ' / 

/ / 
* 
/ 
* 

k 

0 - 0 

0 

<D -

-•s 

0 

'> 
/ / 
/tjj ' IT 

/ 
; 

1 2 
Fig. 2(b) Complex potential plane, W = \(/ + /0 

+ 1 

X77777T 
2 3 

"k 
4 1 

Fig. 2(c) Upper half-plane, T = £ + /17 

Fig. 2 Mapping planes for porous region 

Using the relation 0S = (p„ - p s ) (K/^J) (ir/G/-) gives i/^ - f i = 7r so 
that the width of the rectangle is TT in Fig. 2(6). The value of 0S is 
obtained during the solution thereby yielding the flow rate G/ for a 
given geometry. 

The energy equation and boundary conditions are transformed into 
the coordinates of the rectangle in the W-plane so that 0 and \p be
come the independent variables. An analytical solution for the tem
perature distribution is obtained in terms of 0 and \p, and the tem
perature distribution in the physical plane is then found by confor-
mally mapping into the physical plane, a valid procedure since <j> and 
\p are governed by Laplace's equation. The mapping is done by a 
generalized Schwarz-Christoffel transformation. 

JMomenc la ture -

An = Fourier coefficients defined in equation 
(196) 

Ci, C2, C3 = integration constants 
Cin, C2„, Csn = coefficients in polynomial, 

equation (24) 
cp = specific heat of coolant fluid 
F = function specifying surface heat flux 

distribution, F(xs = 0) = 0 and F(xs = w) 
= 1; elliptic integral of the first kind 

Gf = total volume flow rate of coolant 
h\,hi = heights of sides of porous region, H 

= h/w 
K = complete elliptic integral of the first 

kind 
k = modulus of elliptic integral, 

km = effective thermal conductivity of porous 
material 

n - integer 
n = outward normal vector 
p = static pressure of fluid 
q = heat flux, qi = qs(xs = 0), q2 = qs(xs = 

w) 
so, s = coolant inlet and exit boundaries; 

S 0 = ^ , S = ^ 
w w 

T = dimensionless temperature 
t - t„ 

qiw/kn 

t = temperature; t^ reservoir temperature 
V, v = Darcy velocities of coolant, V is di

mensionless quantity 

v = — v; V = U + iv 
K(p„-ps) Gf 

W = complex potential, \p + i<f> 
w = width of porous region 
Z = dimensionless physical plane X + iY; 

x y 
X = ~,Y = L 

w w 

2 = complex variable x + iy; zs is along 
curved boundary 

a = angles at corners of porous region, Fig. 
3 

/? = turning angles along curved boundary, 
Fig. 3 

yn = the quantity VA 2 + n2 

& = length in r-plane corresponding to one 
side of porous region 

8 = dependent variable defined in equation 
(15); angle in Fig. 3 

K = permeability of porous material 
A = parameter, X/0S 

X = flow/heat conduction parameter, 

pcp K(P«. -p„) 

2fe„ ft 

fi = fluid viscosity 
£ = real axis in r-plane 
p = fluid density 
T = intermediate mapping variable, £ + IT) 

0 = potential function, 0 = (p„ — p) 

(for 0S, p = ps) 
\p = real part of W 

nGf 

. d . d -
V = 1 — + j —; V 

i>x dy 

Subscripts 

i — + j — 
dX dY 

0 = boundary adjacent to reservoir 
s = coolant exit boundary 
00 = coolant reservoir 
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From [1] and [2] the energy equation transforms to 

d20 d20 
— - + — - - A 2 0 = O f o r O < 0 < 0 s , O < > f ' < 7 r (15) 
df2 Z>Al 

where 

0(0,i//) = eA<*s-*>T(0,\/<) 

The boundary conditions (9) and (10) become 

(15a) 

^ + A0 = 
dA 

dZ 

dW 
1 + isiz«i]F[Zim 

<7i 

dd 
A0 = 0 for < 

dA 

for<t> = <t>s,0<\p<Tr (16) 

•0,0<ip<Tr (17) 

At the remaining two sides there is the condition of zero heat flow so 
that 

dd_ 
= 0 forO <A < ^ s , i / ' = 0andi / ' = 7r (18) 

By separation of variables the solution to (15), subject to (16) to 
(18), is 

d(A, f) = 

X 

E An 

A sinh yn</> + yn cosh ynA 

(7„2 + A2) sinh yn4>s + 2kyn cosh yn<j>s 

cos(n^) (19a) 

where 

An=~ 
r* \dZ 

)<P=o \d\p 03 I 9i 
cos(m/'] d\p 

7i = 0, ±1 , ±2 , . . . . (196) 

The value of $ s and the relation between A, \p and X, Y are found by 
conformal mapping between the regions in Figs. 2(a) and (6). 

The dimensionless local velocity in the porous material is given by 
V = V0. The exit surface is at constant A and the exit velocity is nor
mal to it. Then the magnitude of the exit velocity is given by 

|VU. = | V 0 . n U . : 
V0- V<£ 

|v*| 
|v*|! 

|V0| 

= | V 0 k = 
d<ft\2 IdtpW 

dXl +\dY, 

1/2 

But dW/dZ = dA/dX + i dtydX = dA/dX - i Z>A/dY. Hence | V | 0 , 
= | d W/dZ | 0 , which yields 

dW 

dZ 

_ 1 

<j>, A s 

= - R ^ (20) 
MU>|v(&,,^)| | V ( 0 5 , ^ ) | 1 

/((Poo - PS) 0S 

Thus the exit velocity is determined from the same mapping relations 
that are in the expression for temperature, equation (19). The map
ping from Fig. 2(6) to (a) is used to transform | v | into physical coor
dinates. 

Conformal Mapping Relations. The required mapping is done 
in two parts. The rectangle in Fig. 2(6) is transformed into an upper 
half plane with the boundary along the £-axis as shown in Fig. 2(c). 
The physical region in the Z-plane, Fig. 2(a) is also mapped into the 
r-plane; then the correspondence between the Z and W planes is 
known by means of the intermediate r variable. 

The mapping between W and r can be done by a Schwarz-Chris-
toffel transformation, 

W Jo - :+C2 (21) 
V ( T + o ) r ( r - l ) 

At r = 0, W = TT + i<j>s which gives C2 = IT + iAs. From the width of the 
rectangle 

Ci /-1 dr Ci r1 

W 3 - V / 4 = *- = - — - = = 
1 Jo V ( T + 

Journal of Heat Transfer 

5 ) T ( 1 - T ) 

This is an elliptic integral [6], and its evaluation yields, C\ = — fir/ 
2kK(k) where k = (1 + a)"1-'2. 

The height of the rectangle As maps into the length 0 in the r-plane 
and the relation is needed between As and 5. The value of 5 is found 
by mapping the geometry of the Z-plane into the r-plane as will be 
discussed in the next section. Using the C\, equation (21) yields 

W3-W2 = iAs = | , 
3 V 2kK(k) J - « V ( T + S)T r ( r - l ) 

2kK(k)y/T+b 

so that As and b are related by 

4>s K(k') 

K(k) 
where k = (1 + 5)-1'2 and k' = V l - k2 

K(k') 

(22) 

When the value of 6 is found, the As can be calculated, which then 
gives the total volume flow rate through the porous region as 
Gf = ( l /0 s)[(p» - PSKK/AI] . 

Figure 2(a) can be mapped into the r-plane by using a generaliza
tion of the Schwarz-Christoffel transformation for curved boundaries. 
This is treated in [3] and [4] and is further adapted here. To consider 
briefly the development of the method, let the curved surface be di
vided into increments, Fig. 3(a), with a total of N points along arc 34. 
Treating the geometry as a many sided polygon, the Schwarz-Chris
toffel transformation is 

dZ Co 

dr V ( T + S)r(r - 1) TT (T - Zn)MJ* 
N 

where A0 is the change of angle over each short segment along the 
curved boundary. This can be written as 

dZ 

dr V ( T + 5)r(r - 1) 
exp in n (T - knr^"h 

n=i 

A 9 n " 9 n + l " &n 

7T/2 

\ - It 12 

Fig. 3(a) Increments along curved boundary 

. , 1 

0 
71 n-lnn+l +1 

2 3 n+2 4 
Fig. 3(6) Corresponding increments along £-axis 

Pn+1 

Fig. 3(c) Detail of angles /3 and 0 

Fig. 3 Schwarz-Christoffel method for curved boundary 
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dZ Cs f 1 N 

(IT V ( T + 0 ) T ( T - 1) 1 IT n = l 

The 0n is a function of £„, and for small changes in £„ there will be 
small changes in Bn. Then using differential increments, 

dZ _ C3 

dr V ( T + 5)T(T - 1) 
exp 

7T i/j=0 
ln(r 

< « 
(23) 

To define this mapping there are needed C3, 0 and 9 as a function 
of £. Following [4], over a finite interval in £ the angle /? drawn to the 
local tangent to the boundary, Fig. 3(c), is approximated by a poly
nomial 

0 = C,„ + C2„£ + C3„£2 (24) 

For infinitesimal increments, /3 —<- 0 and the integral in (23) is then 
carried out to yield for the interval £„ to £„+i, 

- - Cin+tln(T-0^rd^ = \n\g2n(r)-c^g3n(r)-c^] (25) 

where 

g2n(r) = (T - tnY~(" e W ( T - ?n+i)T-f"+1 ef»+i 

«3» (T) = (T - £„)'2-f"2
 e ( '+^ n )V2/ ( T _ £„+1)T

2-fVn e(r+S„+,)V2 

Adding all the incremental integrations from £ = 0 to 1 gives a sum 
of logarithmic terms, or the log of a product. The exponential in (23) 
then yields a product of g2n and g3n terms, so that 

dZ C3 

dr ~ V ( r + S)T(T - 1) „ - i 
ff ^ - ^ -c3„/x (26) 

When dealing with a finite portion of the curved surface over which 
/? varies as in equation (24), there is a /3 angle at each end of the in
crement and an average angle 6n for a straight line connecting the end 
points, Fig. 3(c). By using equation (24) and the approximation that 
6 equals (3 at (£n+i + £n)/2, C2n and C3n are found for use in (25) 
as, 

C3n
 : ft, + P 

2 

| 8 „ + i -

i + i 

0. 

- Bn / (&.+ 1 - £„)2 

- ($„+i + &,)Ca 

(27a) 

(27b) 
£ra+l _ £n 

Note that the £n and £n+i in these expressions are unknown, and will 
be obtained in connection with integrating (26). 

Integrating equation (26) along the real axis in the r-plane should 
yield the shape of the physical geometry in the Z-plane. By using the 
ideas in [4], this integration can be performed to good accuracy by 
using, 

Zn+i ~ Zn 

8CS 

din+l - £n)! [(?+«)i/2]ri^i/2]ri[(?-Di/2]|r 

I ! (g2n-C2",r g3n-C3jlr)l(n+l+(n)/2 (28) 
n = l 

The C3,5, and £„ are found by iteration. Values of these quantities are 
guessed and (28) is used to integrate along the £ axis to obtain Z val
ues. These values are compared to the Z values in the physical plane 
and rotation and stretching are used to make the Z values be the same 
at the end point of the integration—this adjusts the C3 which is a 
complex coefficient. Then the scaling factor required to adjust the 
length Z 3 — Z2 from equation (28) to equal the physical arc length 23, 
is used to adjust 8 to a new value. Similarly the Zn+\ — Zn is compared 
to the correct length of the nth increment on the curved boundary, 
and this is used to rescale the A£. The rescaling is proportioned such 
that arc length 34 equals 1 along the £-axis. The new C3,5, and £„ are 
used for another iteration, and the process repeated until the inte
gration of (28) correctly reproduces the physical geometry. The con
vergence was found to be very rapid. 

All the quantities are now known in equation (26), and k = (1 + 

5) 1/2 is known since 5 has been found. Combining (26) with the de
rivative of (21) yields, 

dZ ... dZ dr iC3 

dW 
( £ ) ; 

dr dW ir 
2hK(k) n gin -Cz„h gSn -CWx (29) 

which can be used to find An from equation (19b), and (| V(0S, \p)\)l(f>s 

from equation (20). Since these quantities are a function of \p along 
0S, which corresponds to 0 < £ < 1, the relation between \p and £ is 
needed to obtain (dZld\p)\^a. Quantities known in terms oi\p(4>s) are 
also known in terms of Zs since the mapping between \p and Zs is 
known from the final iteration of (28). 

Along the interface, \p = JieW, t = £ and 0 < £ < 1. Then from 
equation (21) 

yp(Z) = ir 1 -

Solving for £ yields 

2kK(k) 

K(k) 

X di 
V(€+ 8)€(f-D 

where ip = s in - 1 \ '• 

: + IT + i4> 

£(1 + 5) 

f = -
1-9 K(k) 

(30) 

(31) 

K(k) 

To integrate equation (19b) for An, the dZ/d\p at a value of \p is found 
by finding the corresponding £ from equation (31) and then using 
equation (29) at that £. 

Summary of Computational Procedure. The boundary of the 
porous medium is divided into increments, the angles ft and 8 are 
obtained, and C3n and C2n are calculated from equation (27). The g2n 
and gsn in equation (25) are evaluated for use in equation (28), which 
is used to iterate the values of C3,5, and £„ until the correct mapping 
is obtained from the £-axis into the specified geometry in the physical 
plane. These values are used in equation (29) to find dZ/d\p along $„ 
as a function of £; the £ corresponding to various \p values are found 
from equation (31) for 0 < £ < 1. Cubic spline functions are employed 
to determine dZ/d\p at equally spaced \j/ values. With 5 known, the 
k and k' are found and <j>s can be obtained from equation (22). The 
An are found from equation (19b) by applying the fast Fourier 
transform [7]. The temperature variation along the curved surface 
is found from (19a) at <p = <j>s (note from (15a) that 6 = T at <j> = $s), 
and the flow exit velocity is found from (20). This gives T and | V | as 
functions of \p. The mapping from yp to £ is given by (31), and the 
mapping from £ to Z by (28). Hence the T and |V| are known as 
functions of position along the curved boundary. 

Performance of Porous Region with Cosine Shaped Boundary. 
To illustrate the technique, the behavior of a curved porous section 
of a wall was examined. The results illustrate the effects of flow dis
tortion by the irregular geometry, and the effect of heat conduction 
on moderating temperature nonuniformities. The geometry chosen 
has a cosine surface of width w as shown in Fig. 4(a). From symmetry 
the results apply to a symmetric shape that is thick in the center as 
shown, or thin in the center if it is extended at the other side. Using 
w to make the lengths dimensionless, the interface shape is (Fig. 
4(b)) 

Hi + Hz , Hi — H2 
•• 1 COS TvXs (32) 

Results were obtained for uniform heating qs along the curved 
boundary. The surface temperature is desired so that results were 
evaluated at <j> = <l>s. Then from equations (15a), and (19a,b), 

m,,*)--
+ 2 E An 

n=\ 

t. - t - = A0 

qsw/km 2A 

A sinh yn<t>s + yn cosh ynq 
cos(n\j/) 

(yn
2 + A2) sinh yn4>s + 2h.yn cosh yn<t>s. 

0 < $ < -K (33a) 
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Fig. 4(a) Region In physical plane 

Fig. 4(b) One-half of symmetric region In dlmensionless physical plane 

Fig. 4 Porous region with cosine shaped curved boundary 

K'Poo" Ps>
 3 

Fig. 5(a) Fluid exit velocity along curved boundary and comparison with 
local one-dimensional solution 

Table 1 Mapping variables for several Hi and ff2 
combinations 

Hi H2 K(k) 

1.0 0.75 
1.0 0.50 
1.0 0.25 
0.75 0.25 
0.50 0.25 

0.4809 
0.1437 
0.01136 
0.006082 
0.001704 

0-0.3141 i 
0-0.2558 i 
0-0.2150 i 
0-0.1883 i 
0-0.1451 i 

2.662 
2.064 
1.360 
1.253 
1.079 

0.8217 
0.9351 
0.9944 
0.9970 
0.9991 

2.040 
2.471 
3.638 
3.945 
4.576 

where 

1 /•»• 
An=- — cos(n\p) dip n = 1, 2, 3 , . 

dip\<l>* 
(33b) 

0 
I I I --=iF=---=q 

.2 .4 .6 
Xc 

.8 1.0 

Fig. 5(6) Effect of flow rate on surface temperature distributions 

2.5,— 

2XT, 

1 /»T I 

•K Jd,=0 
dty (33c) 

i^=o \d\{/ • 

Several combinations of Hi and H2 were used to reveal geometric 
effects. The corresponding C3, &,<ps,k and K(k) are in Table 1. Fig. 5(c) Effect of heat conduction on temperature distributions and corn-

When Hi = if 2 (=H) the geometry is one dimensional and the parison with locally one-dimensional solution 
transformation between the Z and W planes is W = irZ so that 0S = Fig. 5 Behavior of porous medium with cosine shaped Interface; Hi = 1 

1.0 

.5 
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6|— 

uwv 
K(Poo " PS> 

Fig. 6(a) Fluid exit velocity along curved boundary and comparison with 
local one-dlmenslonal solution 

irH. The Idx/z/dZ]^ = ir, and equation (20) yields 

iiw\v(<t>B, 4>)\ = 2 L = JL = L (34) 
K(P«, - p„) 4>s wH H 

Prom equations (336) and (c) the An are zero, and Ao = 1/TT. Then 
since A = X/$s

 = \/irH, equation (33a) yields 

T(0s,V') 
2TT X 

H_ 

2X 
(35) 

A helpful concept is a locally one-dimensional solution. This would 
be the result if there were no flow of fluid or heat in the X direction; 
the surface velocity and temperature depend only on the local 
thickness and from (34) and (35) become 

_juwj_v2|_ _ J_ 

K(p«,-ps) Ys' 
• It 
2X 

(36a,6) 

D i s c u s s i o n of R e s u l t s 
Figure 5 is for a set of geometries where Hi = 1 while H2 has various 

values <1. The exit velocity distributions are given in Fig. 5(a) where 
it is evident that as H^ decreases, the velocity in the vicinity of Xs = 
1 is increased as the coolant can be pumped more easily through the 
thinner region. However in the region near Xs - 0 the velocity de
creases even though the thickness of the medium has been diminished 
somewhat. This is a two-dimensional effect where flow is diverted to 
travel along paths of less resistance toward the thinner region resulting 
in coolant starvation in the thick region. Figure 5(a) shows this quite 
clearly by comparison with the locally one-dimensional solution, 
equation (36a). As H2 is decreased there is a trend of decreased flow 
through the thick regions and increased flow through the thin re
gions. 

Figure 5(6) shows the temperature distributions as a function of 
the parameter X. The X has pressure difference in the numerator and 
thermal conductivity in the denominator, and is a measure of the 
relative effects of flow and heat conduction; as X is increased there 
is a diminishing effect of heat conduction. The dimensionless tem
perature plotted in Fig. 5(6) has a hm in it and hence it is best to 
consider the curves in terms of keeping km fixed so that the ordinate 
is directly a measure of surface temperature.' With km fixed, the X 
depends directly on pressure difference and hence flow rate. As X 
increases, the increased coolant flow causes the exit surface temper
atures to decrease. The temperatures are high in the thick regions 

1.8 
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Fig. 6(b) Effect of flow rate on surface temperature distributions 

1.2r 

Fig. 6(c) Effect of heat conduction on temperature distributions and com
parison with locally one-dimensional solution 

Fig. 6 
0.25 

Behavior of porous medium with cosine shaped Interface; H2 = 
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where the velocities are especially low as a result of redirection of flow 
toward the thinner regions. 

For small X there is an increased effect of heat conduction from 
small X (thick region) toward large X (thin region). This is better 
shown by looking at curves of 2ATS. For the locally one-dimensional 
solution this quantity equals Ys. The quantity 2XTS contains the 
pressure difference, but not the thermal conductivity; thus for the 
ordinate to be proportional to temperature the pressure difference 
should be regarded as constant. Changes in X are then inversely pro
portional to heat conduction. Figure 5(c) compares results for three 
X values with the locally one-dimensional solution. For large X, tem
peratures are high for small X because of coolant starvation in the 
thick region. As X is decreased the heat conduction is able to more 
than compensate for the uneven coolant distribution, and for X = \ 
the temperatures become more uniform than for the locally one di
mensional distribution. 

Figure 6 gives results for another set of geometries, in this instance 
Hz = 0.25 while Hi has various values. The trends are similar to those 
in Fig. 5. 

Concluding Remarks 
A combined analytical and numerical procedure was used to study 

the heat transfer characteristics of a cooled porous region having a 
curved boundary. The region would typically be a porous section of 
a wall having a curved exterior side exposed to a heat flux. To dem

onstrate the method, and show the performance of a typical curved 
porous medium, surface temperatures were evaluated for a medium 
with a cosine shaped external surface. Two effects are noted. One is 
coolant starvation of the thick regions as the flow tends to divert 
through the thinner portions. The second is the effect of heat con
duction in the medium relative to convection; this decreases the 
temperature nonuniformity caused by the uneven flow distribu
tion. 
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An Integral Analysis for Heat 
Transfer in Turbulent Incompressible 
Boundary Layer Flow 
The integral approach is utilized in this paper to analyze incompressible turbulent ther
mal boundary layer flow over a flat plate for nonuniform wall heating. This approach in
volves the use of inner variables and laws for u+ and T+ that apply to the important wall 
region as well as to the remainder of the flow field. Predictions developed for Stanton 
number are found to be in excellent agreement with published experimental data for uni
form, step, double-step, and linear wall temperature heating of air. The results of this in
tegral analysis compare favorably with those of the traditional numerical approach. Be
cause of its computational efficiency, this integral approach provides a useful supple
mentary tool for analyzing turbulent thermal boundary layers. 

I n t r o d u c t i o n 
Whereas rather intensive efforts have been devoted to the devel

opment of the integral approach to momentum transfer in turbulent 
boundary layers over the past 10 to 15 years, relatively little attention 
has been given to the use of this approach in the analysis of thermal 
boundary layers. As a matter of fact, except for recent exploratory 
studies by White, et al. [1-3] and Thomas [4], the literature has been 
silent on this point since 1958 when Reynolds, et al. [5] developed a 
preliminary integral analysis of turbulent thermal boundary layer flow 
over a flat plate with constant free stream velocity. The analysis by 
Reynolds, et al. involves the use of a power law correlation for the 
mean temperature distribution and an artificial thermal eddy diffu-
sivity within the sublayer which compensates for the failure of the 
power law in the region close to the wall (for Pr = 1). On the other 
hand, the integral method for analyzing convection heat transfer as
sociated with turbulent boundary layer flow over a flat plate utilized 
in reference [4] involves the use of inner variables y+(=yU*/v), u+ 

(ml/U*), and T+(=(T0 - T)pCpU*/qZS, with u+ and T+ being spec
ified by laws that approximately apply to the critical wall region as 
well as to the remainder of the flow field. (A similar approach was used 
by White, et al. [2] in analyzing a more complex compressible flow 
problem.) The underlying inner variable/integral method for mo
mentum transfer which was introduced by White and co-workers is 
capable of handling a fairly wide range of pressure gradient flows and, 
according to Strickland and Simpson [6], is by far the simplest and 
most efficient of any existing boundary layer calculation method. 

Because of the lack of attention given to development of the integral 
approach for turbulent thermal boundary layers, analyses of turbulent 
convection heat transfer rely almost exclusively on classical differ
ential/numerical approaches that involve the use of the turbulent 
Prandtl number Prt. Although these field approaches have been 
productive, they do have certain limitations. For example, in the de
velopment of modern numerical computational schemes for analyzing 
turbulent convection heat transfer, relatively little attention has been 
given to modeling the important wall region. In this regard, Spalding 
[7] has suggested that the major work on modeling heat transfer 
through the semilaminar layer close to the wall has yet to be done. 
Unfortunately, little reliable experimental data are available for Pr t 

for even the most simple turbulent thermal boundary layers. Further, 
this approach generally necessitates the use of a large digital com
puter. 

Although recent developments in computational techniques and 
hardware has served as a strong stimulus to the furtherance of field 
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methods, both integral techniques and differential/numerical 
methods have their place in the analysis of turbulent hydrodynamic 
boundary layers. And so it should be for thermal and chemical tur
bulent boundary layers. 

The inner variable/integral analysis of reference [4] was restricted 
to convection heat transfer for incompressible turbulent boundary 
layer flow over a flat plate with step wall flux heating. As a step toward 
the generalization of this integral approach for turbulent thermal 
boundary layer flows, consideration is now given to the development 
of practical predictions for the local Stanton number St* for non
uniform wall heating. 

A n a l y s i s 
In the present approach, the integral energy equation is written in 

terms of the inner variables y + , u+ and T+ for both specified wall heat 
flux and specified wall temperature conditions. Reasonable laws for 
u+ and T+ are then set forth, after which solutions are developed for 
St* for several representative thermal boundary conditions. 

Integral Energy Equation. The integral energy equation for 
turbulent constant property flow takes the familiar form 

d_ rA_ 

dx Jo 
(T - T . ) dy 

PCp 
(1) 

where A is the thickness of the thermal boundary layer. Introducing 
the dimensionless parameters y+,u+, and T+ and focusing attention 
on zero pressure gradient flows (i.e., U«, = constant), the integral 
energy equation takes the simple form [4] 

d I [2 \ 
\Qox" \ — H =<7ox" (2) dRe-t fx 

d (Tox - T„)H\ T, 

dRe 

where Rex = U^x/v, 

H= fA u+(T„+ -T+)dyl 

(3) 

(4) 

(5) 

and A+ = tJJ*lv. The boundary condition is given by 

H = 0 (or A+ = 0) at Re* = Ref 

where £ is the location at which heating is initiated. 
With the local mean wall heat flux qm" or mean wall temperature 

To x specified, and with the distributions in dimensionless mean ve
locity u+ and temperature T + approximated by reasonable inner and 
outer laws, equations (2-5) can be solved for A+. The Stanton number 
can then be obtained from 
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St, 
VA/2 

(6) 

Laws for u + and T + . In the integral approach to turbulent hy-
drodynamic and thermal boundary layers, local information within 
the flow field itself can be accounted for by utilizing proper inputs for 
u+ and T + . In the inner region, laws can be established for u+ and T + 

by means of one of several modeling approaches. For example, for 
simple fully turbulent well developed flow over a flat plate with 
moderate pressure gradients, u+ and T+ within the inner region can 
be approximated by the popular van Driest approach [8, 9]; that is, 

dy+ 

tmlv 

where 

J o 1 + 

T+= cy+ dy+ 

J o l /Pr + eH/v 

^ = - ji + 4(ry+)2[l - exp( -y + / a + )]2 |1/2 - -
v 2 2 

(7) 

(8) 

(9) 

and (H/V = (em/c)/Pr ( . As in the numerical approach, Pr( is generally 
set equal to a constant of the order of 0.85 to 1, as a first approxima
tion. Equations (7) and (8) approach the logarithmic equations 

= i In y+ + C 
K 

T+=-\ny+ + A 
K 

(10) 

(11) 

as y+ becomes large. The constant a+ is related to the hydrodynamic 
parameters K and C, and A is a function of Prandtl number Pr. (For 
K = 0.4, C = 5.5, Pr t = 1, and a+ is approximately equal to 27.4.) The 
parameter A is approximated by 

A = 14.9 Pr0-623 - 9.4 0.5 < Pr < 10 (12a) 

A = 10 Pr0-741 10 < Pr < 500 (12b) 

Although the van Driest type equations strictly apply to the inner 
region (y/8 ;S 0.2) for fully turbulent and well developed conditions, 
these equations also provide a reasonable approximation for u+ and 
T + in the thermal developing region and in the wake region for zero 
pressure gradient flows. Therefore, the van Driest type inner laws will 
be utilized in the present analysis to approximate u+ and T + in the 
entire flow field. (To provide more accurate information in the outer 
region, outer laws of the type developed for u+ by Coles [10] and White 
[11] can be employed [12].) 

Solution. The first step in obtaining a solution to this integral 
formulation is to evaluate the parameters H and Tm

+ . 
To compute H, equation (4) has been numerically integrated with 

u+ and T+ specified by equations (7-9) [12, 13]. The calculations 
obtained for H versus A+ are shown in Fig. 1 for several values of 
Prandtl number. The relationship between H and A+ shown in this 
figure is denoted by 

H = gH(A+) or A+ = gH~HH) {13a,b) 

For A+ greater than 100, equation (13) is approximated by 

H = 16.6 Pr0-105 A+1-13 (14) 

The use of the van Driest type equations to approximate T+ gives 
rise to 

X' 
dy 4 

l /P r + eJv/Prt 
(15) 

where em/v is given by equation (9). As A+ increases, this equation 
reduces to the form 

T„+ = - In A+ + A 
K 

(16) 

for Prf = 1. Numerical values of T „ + versus A+ are obtained directly 
from equation (8) by merely replacing T+ and y + by T o + and A+ , 
respectively. The functional relationship between T„+ and A+ is 
represented by 

T„+=gT(A+) (17) 

Fig. 1 Calculations for H based on van Driest type laws for u+ and 7"' with 
K - 0.4, a+ = 27.4, and Pr, = 1 

. N o m e n c l a t u r e -
a+ = empirical constant in van Driest inner 

law 
C = empirical constant in logarithmic inner 

law 
cp = specific heat at constant pressure 
fx = local skin friction coefficient 

• A+ 
H- s 

Jo 

••(T„+ - T+) dy+ 

k = thermal conductivity 
kt = eddy thermal conductivity 
Pr = Prandtl number {v/a) 
Pr f = turbulent Prandtl number (tmltH) 
q0" = uniform mean wall heat flux 
9 ox" = arbitrary mean wall heat flux 
Rex = Reynolds number (xU^lv) 
Re{ = Reynolds number based on £(£ 

Ujv) 
Stj = local Stanton number 
T = mean temperature distribution 
T0 = uniform mean wall temperature 
TV = nonuniform mean wall temperature 
T + = dimensionless mean temperature 

distribution 
T o x - T 

pCpU*\ 

T„ = free steam temperature 
U„ = free stream velocity 
u = mean axial velocity distribution 
U* = friction velocity {y/fo/p) 
u+ = dimensionless mean velocity distribu

tion (u/U*) 
x ,y = coordinates parallel and normal to the 

wall 
y+ = dimensionless coordinate (yU*/v) 
a = thermal diffusivity {k/{pcp)) 
IH = eddy thermal diffusivity (ktl(pcp)) 
tm - eddy diffusivity 
5 = hydrodynamic boundary layer thick

ness 
A = thermal boundary layer thickness 
A+ = dimensionless thermal boundary layer 

thickness {AU*/v) 
Xx = dimensionless skin friction parameter 

(V27D 
v = fluid kinematic viscosity 
p = fluid density 
TQ = mean wall shear stress 
K = empirical constant in inner law 
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By combining equations (6), (13), and (17), the local Stanton 
number is expressed in terms of H by 

V7*72 

(To x - T, ' ) H-I 
T-+ (Tox - T.) f f 

dTa+ 

S t * = - (18) 
«rbH- x ( f f ) ] 

With ff and T „ + approximated by equations (14) and (16), equation 
(18) reduces to the analytical form 

/7J2 

x r v t (T°x ~ r° ) dRe*(23> 

st* 
-In 

if 

1.13 K U6.6Pr°i°5 , 

(19) 

where H and T "̂1- are expressed in terms of A+ by equations (13) and 
(17). 

Step Wall Temperature. For the case of step wall temperature 
heating, equation (23) reduces to the form 

+ A 

Attention is now turned to the development of solutions for H and 
St* for arbitrarily specified wall heat flux and wall temperature 
boundary conditions. In the calculations that follow, the friction factor 
fx is approximated by 0.059 Re* -0-2. 

Specified Wall Heat Flux. For cases in which the wall heat flux 
is known, the integration of equation (2) immediately gives an ex
pression for H of the form 

J 'Tl H r^"' FT, 

0 T„+ jRef V 2 

(24) 

With H and T „ + expressed in terms of A+ by equations (13) and (17), 
G(A+) has been computed numerically. The calculations for G(A+) 
are shown as a function of both A+ and H in Fig. 3. 

With A+ represented by 

•G-1 

H 
. V7*72 fH* 

\JnH V 2 
dRe, (25) 

s 
J Re 

' dRe* 
<?ox" - ' R e t 

The substitution of this result into equation (18) gives 

st,=-
gT 8H~ 

/JJ2 J»Re, . 
< 

Ret 
qox" dReA 

(20) 

(21) 

the expression for Stanton number given by equation (18) becomes 

V7*72 
st* 

' 'NCVi^ 
(26) 

Qox" - 'Rej 

This equation has been used to compute Stx for uniform heat flux, 
step heat flux, double-step heat flux, and linear heat flux conditions 
[12,13]. Computations developed for St* for these four conditions are 
shown in Fig. 2. 

To obtain a more convenient expression for Stx , equation (20) is 
substituted into equation (19), with the result 

/7*72 

Numerical calculations for St* obtained by the use of this equation 
are shown in Fig. 4. 

To simplify the analysis, the numerical calculations for G(A+) can 
be approximated by 

G(A+) = cHm P r" (27) 

where c = 0.806, m = 1.01, and n = 0.029 for 0.5 < Pr < 10, and c = 
0.9, m = 1.0, and n = 0.0223 for 10 < Pr < 100. Substitution of equa
tion (27) into equation (24) gives 

St* 

•In /JJ2 = f <jox"dRex + A 

(22) 

1.13K \16.6 P r 0 1 0 W ^R=« 

This equation gives rise to predictions for St* that are in excellent 
agreement with the numerical calculations shown in Fig. 2. 

Specified Wall Temperature. For situations in which Tox is 
specified, the appropriate form of the integral energy equation is given 
by equation (3). This equation is integrated to obtain 

R e , = 0 , Re = 1.5 X 10 

Fig. 2 Calculations for Stanton number for several specified wall flux heating 
conditions 

774 / VOL. 103, NOVEMBER 1981 

Fig. 3 Calculations for G(A+ ) in terms of A+ and H 

Transactions of the ASME 

Downloaded 20 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///16.6


H- — f cPr" J R 

Re, 

Rej 
— dRex 2 

1/m 
(28) 

The coupling of this equation and equation (19) gives 

St* 
V7x72 

1 • In 
1 

1.13 Km \c Pr" 16.6m Pr0-106™ JRej »/R( 
-dReA + A 

(29) 

This equation is shown in Fig. 4. 
Arbitrary Wall Temperature. Predictions can be developed for 

Sti for arbitrary wall temperature heating by the numerical inte
gration of equation (23) or by use of the principle of superposition. 

A numerical integration scheme for solving equation (23) is de
veloped in references [12] and [13]. Computations for St* obtained 
by this somewhat involved approach are shown in Figs. 5 and 6 for 
double-step wall temperature and linear wall temperature heating. 

With the local Stanton number for step wall temperature heating 
(now represented by Stx,f) approximated by equation (29), the su
perposition approach is more efficient than the above referenced 
numerical integration of equation (23). Based on the method of su
perposition, the local heat flux for arbitrary wall temperature varia
tion is given by [14] 

7= f/.<fc*>^= 
Jo dx 

d£+ Y. h(b,x)AT0., (30) 

where h(^,x) (and h(£i,x)) is the local coefficient of heat transfer from 
the single-step wall temperature solution and ATQX,; represents all 
discontinuous changes in wall temperature. 

For the case of a double-step wall temperature, the use of equations 
(29) and (30) gives rise to an analytical expression for Stx of the 
form 

Stx = StX|£l Re£l =S Re; 

Toi - T, 

< ReH (31a) 

Stx>fl + StXlfe Refe < Rex (31b) 

flow with nonuniform wall conditions. This approach is particularly 
efficient for cases in which the wall heat flux is specified since the 
parameter H can be obtained explicitly from equation (20). Both 
equation (21) and the practical analytical relationship given by 
equation (22) apply for any qox" input. Equation (22) is in good 
agreement with equation (21) for uniform, step, double-step, and 
linear wall flux heating. This agreement holds up, except in the im
mediate vicinity of the point at which heating is initiated (x = £). For 
example, for step wall flux heating, equation (22) is within 3.1 percent 
of calculations based on equation (21) for x/l- £ 1.0 and 0.5 S Pr ;S 
1, and within 2.25 percent for x/£ & 1.0 and 1 < Pr < 100. 

Referring to Fig. 4, equation (26) and the practical expression given 
by equation (29) are seen to be in excellent agreement with the ex-
perimtal data for uniform and step wall temperature heating of air. 
As in the case of step wall flux heating, the reliability of equation (29) 
deteriorates for very small values of x — £. 

With fx approximated by 0.059 Rex ~0-2, equation (29) reduces to 

Eq. (23) 

Eq. (31) 

Numerical finite difference 

3 

2 

1 

analysis by Cebeci (9) 

Fig. 5 Stanton number tor double-step wall temperature heating. Experi
mental data for air (Pr = 0.72) by Reynolds, et al. (5); Re{ = 1.5 X 106 

Equation (31) is compared with the numerical solution and with ex
perimental data in Fig. 5. 

For situations in which Tox is nonuniform but continuous, the use 
of equations (29) and (30) necessitates a simple numerical integration. 
Calculations for Stx obtained by this approach for linear wall tem
perature are shown in Fig. 6. 

Discussion 
The inner variable/integral analysis developed in this paper pro

vides an alternative method for analyzing turbulent boundary layer 

Eq. (23) 

Eqs.(29) and (30) 
Numerical finite difference 
analysis by Cebeci (9) 

Fig. 6 Stanton number for linear wall temperature heating. Experimental 
data for air (Pr = 0.72) by Reynolds, et al. [5] 

Eq. (26) 

Numerical finite difference 
analysis by Cebeci (9) 

1 

^ ^ ^ ^ ^ ^ ^ ^ ^ - t ^ . 
Experimental data for air (Pr = 0.72) ~~ 
by Reynolds et al. (5) 

O. Uniform wall temperature 

0 Step wall temperature 
Re f = 5 x 10

5 

Fig. 4 Stanton number for uniform and step wall temperature heating 
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St, 

2.19 In | Re, 
ttai 

- 0.296 In Pr + 14.9 (Pr0-623 - 1) 

(32a) 

for 0.5 < Pr < 10, and 

St , 

2.21 In Re, 
£\0-9 

,x 
• 0.281 In Pr + 10 Pr0-741 - 5.74 

(32b) 

for 10 < Pr < 500. Equations (32a) and (326) are shown in Fig. 7 for 
several values of Pr. For purpose of companion, the equation devel
oped by Petukhov and Kirillov [15] and White [ l l ] 2 for uniform wall 
temperature heating is also shown. 

St , =• 

L 0 7 Vz 
(33) 

- + 12.7 (Pr2/3 - 1) 

This equation has been reported to be in good agreement with ex
perimental data for moderate to high values of Prandtl number (0.5 
? Pr < 2000). In addition, the equation obtained in the early integral 
analysis by Reynolds, et al. (5) is shown with the correction factor 
Pr0-4; this equation takes the form 

S t , = • 
/ , / 2 

1/9 
(34) 

p r0.4 

For small values of £/x, the present integral analysis is in reasonably 
good agreement with equation (33) over a broad range of Pr. Equation 
(34) is in basic agreement with the present analysis for air. However, 
equation (34) lies well above equation (326) for larger values of Pr and 
is incompatible with equation (33) for Pr = 100. 

The numerical solution approach of references [12] and [13] and 
the superposition approach presented in this paper both give rise to 
predictions for St, that are in good agreement with the experimental 
data shown in Figs. 5 and 6 for double-step and linear wall tempera
ture heating of air. 

Calculations obtained by the differential numerical approach [9] 

Present analysis, 
Eq. (32) , Re( = 5 X 10

J 

Eq. (33) — 

Eq. (34) 

are also shown in Figs. 4-6. The results of the present integral analysis 
are seen to compare quite favorably with those of the traditional nu
merical approach. In this connection, the computations called for in 
the present approach are simpler and involve much less computer 
time than the numerical finite difference calculations that are re
quired in the classical approach to solving the full partial differential 
equations. 

Incidently, the predictions for St, obtained on the basis of equation 
(22) for specified heat flux are in basic agreement with the experi
mental data for the several specified wall temperature conditions 
considered in this study. For example, for step wall flux heating, 
equation (22) reduces to 

St , 

V/,/2 

2.21 In ^ R e , | 1 - - 0.232 In Pr + 14.9 Pr0-623 - 15.6 

(35a) 

for 0.5 < Pr < 10, and 

St , 

J - Re , (l - -1 - 0.232 In Pr + 10 Pr0-™ - 6.21 2.21 In 

(356) 

for 10 < Pr < 500. These equations give rise to predictions for St, that 
are in very close agreement with equations (32a) and (326) for step 
wall temperature heating. Because of the relative insensitivity of St, 
to the exact form of the thermal boundary condition for fully turbu
lent flow, the practical equation for specified heat flux, equation (22), 
can be used as a very efficient first estimate for situations involving 
arbitrary wall temperature heating. 

It should be noted that integral solutions have also been developed 
for step wall heat flux conditions by the use of other inner laws for u + 

and T + [4,16]. For example, the use of l/7th power laws in the mod
erate Pr range gives rise to (16) 

St , =-
0.982 * 

(9.78 + A) 

1.75 

8/9 
Re, i - i 

(36) 
1/9 

Where A is given by equation (12). Predictions developed on the basis 
of the present integral analysis are nearly congruent with equation 
(36) for air. 

Conclusion 
The integral approach has been used to analyze convection heat 

transfer for incompressible turbulent boundary layer flow over a flat 
plate with arbitrary thermal boundary conditions. The key to this 
approach is the use of inner variables and appropriate laws for u+ and 
T + for the critical wall region. The approach is simple and efficient, 
and is formulated on a sound theoretical basis. Because of its practi
cality, this inner variable/integral approach is felt to provide a useful 
supplementary tool for the analysis of thermal boundary layers. 

Although the present analysis was developed for basic incom
pressible flow with constant free stream velocity, the approach can 
be extended to more general situations. For example, an integral 
analysis is developed in reference [13] for mild adverse and favorable 
pressure gradient flows with nonuniform wall flux heating. 

Fig. 7 Dependence of predictions for St, on Pr 

2 The coefficients in the White equation are slightly different. 
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Measured Heat Transfer Coefficients 
at and Adjacent to the Tip of a 
Wall-Attached Cylinder in 
Crosslow—Application to Fins 
Wind tunnel studies encompassing both heat transfer measurements and flow visualiza
tion were performed for a cylinder in crossflow, with one end of the cylinder attached per
pendicular to a wall and with the other end free. The focus of the work was to obtain heat 
transfer coefficients for the tip of the cylinder, for the tip-adjacent portion of the cylindri
cal surface, and for a portion of the cylindrical surface where there are no end effects. The 
flow visualization studies were performed to assist in the explanation and rationalization 
of the heat transfer results. They revealed the presence of spanwise flows adjacent to both 
ends of the cylinder, with accompanying modifications of the size of the separated region 
that washes the rear of the cylinder. The flow passing over the tip separates on the fore 
portion of the tip, but reattaches on the aft portion. The tip heat transfer coefficients are 
higher than those for the end-effect-free portion of the cylindrical surface, with devia
tions which grow with increasing Reynolds number (about a factor of two at Re = 25,000). 
For the tip-adjacent portion of the cylindrical surf ace, the coefficients are about fifty per
cent higher than those uninfluenced by end effects. The ramifications of these findings 
on the heat transfer analysis of fins are discussed. 

Introduction 
The heat transfer characteristics of the cylinder in crossflow have 

been subjected to more intense experimental study than has been 
accorded any other external flow, as witnessed, for example, by the 
recent compilation of Morgan [1]. For the most part, the measure
ments were focused on the determination of average heat transfer 
coefficients, which are reported in Nusselt-Reynolds correlations, with 
the cylinder diameter serving as the characteristic dimension. As can 
be seen in Table IV of [1], the available literature encompasses an 
enormous range of cylinder length-diameter ratios (the cylinder length 
is transverse to the flow). Notwithstanding this, the reported data are 
lumped together as representing the heat transfer characteristics of 
cylinders that are, effectively, of infinite length. Indeed, the length 
of the cylinder nowhere appears in the available correlating equa
tions. 

The foregoing discussion is intended to underscore the complete 
disregard, in the past, of the heat transfer and fluid flow processes 
which occur at the ends of the cylinder. There are two end conditions 
that are likely to occur in practice. One is that the end of the cylinder 
is attached to a wall in such a way that the cylinder is perpendicular 
to the wall. The other is that the end is free. As will be demonstrated 
later, the patterns of fluid flow adjacent to either the wall-attached 
end or the free end are much more complex than the already com
plicated flow patterns (separation and wake-region recirculation) 
which exist adjacent to the cylindrical surface, far from the ends. 

The present experiments are concerned with the heat transfer 
characteristics and the patterns of fluid flow about a cylinder situated 
in a crossflow of air, with one end of the cylinder attached perpen
dicular to a wall and with the other end free. Although the pattern of 
fluid flow about the cylinder as a whole will be examined via flow vi
sualization, the main focus of the research is the free end (hereafter 
called the tip) and the tip-adjacent portion of the cylindrical surface. 
The heat transfer and fluid flow characteristics of these regions will 
be studied in their own right, rather than as end effects with respect 
to the average heat transfer characteristics of the cylinder as a 
whole. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 23,1981. 

The issue as to what really happens at and adjacent to the tip of a 
wall-attached cylinder in crossflow is raised, often implicitly, in the 
first course in heat transfer and thereafter continues to be a puzzle
ment to heat transfer practitioners. For a fin, of which the wall-at
tached cylinder is an example, the treatment of the tip is frequently 
shrouded in a degree of mystery and is, at best, uncertain. Three ap
proaches are current. In the simplest approach, the tip is imagined 
to be insulated, thereby dismissing altogether the matter of the tip 
heat transfer coefficient. The second approach "patches up" the first 
approach. It is imagined that the tip surface area, which was deacti
vated by the adiabatic-tip assumption, is somehow relocated adjacent 
to the tip in such a manner as to extend the principal surface of the 
fin. The relocated area is assumed to actively transfer heat, with a heat 
transfer coefficient which is equal to that of the principal surface of 
the fin. Therefore, in this model, it is implicitly assumed that the tip 
heat transfer coefficient is equal to that which prevails on the portion 
of the principal surface adjacent to the tip. 

The third approach is often termed the exact approach. The tip is 
regarded as an active heat transfer surface with a heat transfer coef
ficient that is specific to the tip (i.e., different from the principal 
surface). The difficulty with this approach is that tip heat transfer 
coefficients have never been measured heretofore. Whether in rec
ognition of this or for less incisive reasons, no distinction is often made 
between the tip coefficient and that for the principal surface. 

The present research was undertaken to provide basic information 
about the heat transfer characteristics which prevail at the tip and 
on the tip-adjacent portion of the principal surface (i.e., the cylindrical 
surface). To this end, heat transfer coefficients were measured at three 
distinct zones of the cylinder, and flow visualization studies were 
carried out both to guide and to illuminate the heat transfer results. 
One of the measurement zones is the tip itself. The second zone is a 
length L* of the cylindrical surface that is situated immediately ad
jacent to the tip, where L * — V4D (D = cylinder diameter). With this 
axial length, the surface area of the second zone, irDL* = TTD2/4, is 
equal to that of the tip, thereby enabling a comparison of heat transfer 
coefficients that is relevant to one of the fin-tip models that was dis
cussed earlier. 

The last of the measurement zones to be considered is actually the 
one that was used at the very beginning of the research program. In 
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order to verify the experimental techniques, it was deemed mandatory 
to make measurements in a zone where end effects would not influence 
the results, thereby facilitating comparison with the literature. As will 
be detailed shortly, the heat transfer measurements were made for 
a short thermally active portion of the cylindrical surface, either 
centrally located between the ends of the cylinder or slightly displaced 
toward the attached end of the cylinder (as suggested by the flow vi
sualization studies). For these verification experiments, the ratio of 
the length of the. cylinder to the diameter was also varied by a factor 
of about two and a half. 

Air was the working fluid for all the experiments, which were per
formed in a low-turbulence wind tunnel. The Reynolds number range 
of the experiments extended from about 2500 to 25,000. 

The two experimental tools used in the research are the naphtha
lene sublimation technique, which yielded heat transfer results Via 
the analogy between heat and mass transfer, and the oil-lampblack 
technique for the flow visualizations. In view of the objectives of the 
work, i.e., the determination of transfer coefficients for distinct zones 
such as the tip and the tip-adjacent cylindrical region, the use of direct 
heat transfer measurements is well-nigh impossible. Even for the 
napthalene technique, which is ideal for the zone-type results desired 
here, the problem is a challenging one involving remachining of the 
test elements for virtually every data run. The technique used to 
fabricate the test elements will be described shortly. 

The oil-lampback technique makes visible the pattern of fluid flow 
adjacent to a surface, and its main features will also be described in 
a later part of the paper. This technique was employed to visualize 
the flow pattern along the entire length of the cylinder and also at the 
tip. 

The presentation of results will encompass photographs of the flow 
field and Nusselt numbers for the tip, for the tip-adjacent portion of 
the cylindrical surface, and for the cylindrical surface without end 
effects. Special emphasis will be placed on comparisons of the Nusselt 
numbers for the three zones and on the ramifications of these com
parisons. In addition, the present cylindrical-surface Nusselt numbers, 
uninfluenced by end effects, will be compared with literature infor
mation. 

The Experiments 
Test Cylinders. The experiments were performed in the rec

tangular test section of a low-turbulence wind tunnel (turbulence 
intensity ~0.2-0.3 percent) having cross sectional dimensions 61 X 
30.5 cm (horizontal X vertical). The test cylinder was positioned 
vertically in the tunnel, with the lower end of the cylinder being at
tached to the floor of the tunnel and the upper end being free. A 
number of cylinders were employed (one at a time) during the course 
of the research, and these are pictured diagrammatically (to scale) 
in Fig. 1. 

As seen there, all of the test cylinders had the same length L, equal 
to 17.8 cm. The cylinders were made of aluminum, but a portion of 
the surface of each consisted of a layer of naphthalene, the fabrication 
of which will b;e discussed shortly. For the first three cylinders (left 
to right in Fig. 1), the naphthalene surface is a 2.54-cm long band 
situated either midway between the ends of the cylinder or slightly 
displaced toward the bottom (third from left), this displacement being 
suggested by the flow visualization photographs. These three cylinders 
were employed to measure cylinder-in-crossflow heat transfer coef
ficients uninfluenced by end effects, with a view to making compari
sons with the literature. To help confirm the absence of end effects, 
the length-to-diameter ratio for these cylinders was varied from about 
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Fig. 1 Crossflow cylinders used during the research 

3 1 

Fig. 2 Diagrams pertaining to the fabrication of the naphthalene surfaces 

7 to 19. It should also be noted that the diameter of each cylinder is 
represented by a range rather than by a single number. This is because 
the diameter actually changed from run to run in response to ma
chining operations, as will be explained shortly. 

The third and fourth cylinders pictured in Fig. 1 were employed 
to determine the heat transfer coefficients at the tip of the cylinder. 
Since, in this case, the naphthalene surface is confined entirely to the 
tip, it is not visible in the side view that is shown in Fig. 1. Two cyl
inders of different diameters were employed to demonstrate the di
ameter-independence of the dimensionless representation of the re
sults and to obtain the desired range of Reynolds numbers. There was 
no run-to-run machining of the diameters of these cylinders, so that 
they are each shown with a unique diameter. The tips were machined 
between runs, but to such a slight extent as not to warrant specifica
tions of the range of the length dimension. 

The last of the cylinders was used for the determination of the 
tip-adjacent heat transfer coefficients on the cylindrical surface. As 
shown in the figure, the active length L* was maintained equal to D/4, 
even as the diameter D varied due to machining. 

Mass Transfer Surfaces. The fabrication of the naphthalene 
surfaces will now be described and, for this purpose, it is convenient 
to refer to Fig. 2. The diagram at the left of Fig. 2 is intended to typify 
a portion of any one of the three cylinders used for the measurement 
of cylinder-in-crossflow heat transfer coefficients without end effects 
(i.e., the leftmost three cylinders of Fig. 1). As seen in this diagram, 
which is to scale, a square-shouldered recess was machined into the 

- N o m e n c l a t u r e -

D = cylinder diameter 
X) = naphthalene-air diffusion coefficient 
h = heat transfer coefficient 
K = mass transfer coefficient 
k = thermal conductivity 
L = length of cylinder 

L* = length of tip-adjacent mass transfer 
zone 

Nu = Nusselt number, hD/k 
Pr = Prandtl number 
Re = Reynolds number, U„D/v 
Sc = Schmidt number 

Sh = Sherwood number, KD/D 
U«, = freestream velocity 
v = kinematic viscosity 

Subscript 
cyl,co = cylinder uninfluenced by end ef

fects 
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circumference of the aluminum surface. Molten naphthalene was then 
poured into the recess and allowed to solidify, and the pouring was 
continued until the solid naphthalene protruded beyond the diameter 
of the cylinder. Then, using a lathe, the entire length of the cylinder 
was carefully machined so as to produce a uniform diameter (i.e., no 
discontinuity at the naphthalene-aluminum interface). The naph
thalene surface resulting from the machining was at least as smooth 
as that of the aluminum surface. 

During a data run, sublimation of mass occurred from the naph
thalene surface. The extent of the sublimation was controlled by 
limiting the duration of the run, so that the average recession of the 
naphthalene did not exceed 0.0025 cm (0.001 in.). Prior to the initia
tion of each new data run, the surface was refinished to eliminate the 
recession which resulted from the prior run. This involved re-
machining of the entire length of the cylinder so as to obtain a com
pletely uniform diameter, without discontinuity at the naphtha
lene-aluminum interface. It is this machining which was responsible 
for the range of cylinder diameters indicated in Fig. 1. 

The upper diagram at the right of Fig. 2 is intended to illustrate the 
operations involved in the preparation of the naphthalene surface for 
the measurement of the tip heat transfer coefficient. As seen there, 
a bowl-like depression was machined into the tip of the cylinder, and 
molten naphthalene was poured into the cavity so as to form a solid
ified layer that protruded beyond the confines of the cavity. Prior to 
the pouring, the tip-adjacent portion of the cylindrical surface was 
tightly wrapped with a layer of aluminum foil to avoid solidification 
of naphthalene on that surface. Subsequent to the pouring and so
lidification, the cylinder was placed in a lathe and the excess naph
thalene was removed. The final passes were made with great care to 
avoid cutting into the metal rim that surrounded the naphthalene. 
The machining was deemed satisfactory if the exposed metal rim had 
a thickness of approximately 0.0025 cm (0.001 in.). Renewal of the tip 
surface for each data run was accomplished as described in the fore
going—pouring of additional naphthalene and subsequent ma
chining. 

The preparation of the naphthalene test surface for the tip-adjacent 
portion of the cylindrical face was an especially painstaking task. First, 
a recess in the cylindrical surface was machined as shown in the lower 
right-hand diagram of Fig. 2. Molten naphthalene was poured to fill 
and then to overfill the recess. In this process, a film of solid naph
thalene was inevitably deposited on the tip of the cylinder. Then, the 
cylindrical surface was machined to achieve a uniform diameter 
without discontinuities at the naphthalene-aluminum interface. 
Typically, this operation removed about 0.008-0.010 cm (0.003-0.004 
in.) of aluminum (on the diameter) and thereby created a flat on the 
rim of the beveled surface that bounded the naphthalene. Next, the 
tip of the cylinder was painstakingly machined, both to remove the 
unwanted naphthalene coating and to eliminate the aforementioned 
flat. The machining was regarded as satisfactory if the exposed metal 
rim of the beveled surface was on the order of 0.0025 cm (0.001 in.). 
The aforementioned pouring and machining operations were per
formed for each data run. 

From the foregoing paragraphs, it is evident that the preparation 
of the naphthalene test surfaces played a significant role in the overall 
effort required to carry out the research. 

Other Features of the Apparatus. To facilitate attachment of 
the cylinders to the wind tunnel floor, a 2.5-cm length of each was 
axially drilled and tapped from its lower end, and a threaded rod was 
inserted into the tapped hole. A section of rod which protruded from 
the end of the cylinder was passed through a tight-fitting aperture 
in the tunnel floor, and a washer and nut were fitted onto the rod from 
below, thereby holding the cylinder firmly in place. 

For convenience in handling, each cylinder was made of two parts 
which were held together by a threaded rod which resided in axially 
drilled and tapped holes in the respective parts. The two parts were 
machined together to ensure continuity and precise alignment. The 
lower of the two parts was anchored to the floor of the wind tunnel 
at the beginning of the preparatory stage of a data run, while the upper 
part, which contained the mass transfer section, was removed for 
weighing both at the beginning and end of the run. 

With regard to instrumentation, the quantities to be measured for 
each data run included the air velocity, the temperature of the cyl
inder, the mass of the cylinder (both before and after the run), and 
the static pressure in the wind tunnel. The velocity was sensed by an 
impact tube in conjunction with a wall static tap. The impact-static 
pressure difference was detected by a Baratron solid-state capaci
tance-type pressure meter capable of discriminating 10~3 mm Hg. For 
the static pressure, the wall tap reading was supplemented by the 
measurement of the room barometric pressure. 

The cylinder temperature was measured with a calibrated cop-
per-constantan thermocouple in conjunction with a 0.1°F ASTM-
certified thermometer, as will be described shortly. The mass of the 
cylinder was determined both before and after each data run with a 
vernier-equipped Mettler analytical balance with a smallest scale 
division of 10 - 4 g (0.1 mg). 

Experimental Procedure and Flow Visualization. Various 
aspects of the experimental procedure have already been mentioned 
in connection with the description of the apparatus. Additional in
formation relevant to the conduct of the experiments will now be 
conveyed. 

Each data run was initiated with a newly prepared naphthalene 
surface situated in the selected test cylinder. Prior to its installation 
in the wind tunnel, the upper portion of the cylinder was weighed with 
the analytical balance. Immediately following the weighing, the 
naphthalene surface was sealed with an impermeable covering—either 
a Teflon cap for the tip or a plastic wrap for the other locations. Then, 
the cylinder was placed in the tunnel and the thermocouple clamped 
tightly between the upper and lower parts of the cylinder, with tape 
used to seal the small gap between the two parts that was created by 
the presence of the thermocouple.1 

The airflow was then initiated and adjusted to the desired Reynolds 
number. After about an hour, periodic readings were made of the 
thermocouple and of the precision thermometer, which was situated 
downstream and to the side of the test cylinder. Once these readings 
became uniform, the equilibration period was judged to be completed. 
The thermocouple was extracted from the cylinder, and the two parts 
of the cylinder were brought into intimate contact (the thermocouple 
was removed because of concern that its presence might affect the flow 
pattern during the data run). Then, the impermeable covering was 
withdrawn from the naphthalene surface and, at that moment, the 
timing of the run began. 

During the run, the duration of which extended from 15 to 45 
minutes depending on the operating conditions, periodic readings 
were made of the temperature (via the thermometer) and of the ve
locity and static pressures. The duration of the run was chosen so that 
the mean recession of the naphthalene surface was about 0.0025 cm 
(0.001 in.). At the termination of the run, the naphthalene surface was 
covered, and the upper part of the cylinder was withdrawn from the 
wind tunnel and immediately weighed (with the cover removed). 

The flow visualization experiments were carried out in a set of data 
runs separate from the mass transfer runs. As noted earlier, the oil-
lampblack technique was employed as the visualization tool. For the 
visualization runs, the cylindrical surface and the tip were covered 
with a white, plastic-coated self-adhering contact paper which pro
vided a contrasting background for the oil-lampblack mixtures which 
were brushed on it. 

Lampblack is a very fine black powder now primarily available as 
an ingredient of paint. It mixes readily with oil, and the mixture, when 
brushed on a surface, produces a smooth, glossy-black coating. The 
fluidity of the mixture can be regulated by the selection of the viscosity 
of the oil and by the proportions of the oil and the lampblack powder. 
The general procedure for using the technique is to brush the oil-
lampblack mixture on a surface and then to expose the surface to the 
airflow whose characteristics are to be studied. Under the action of 

1 It was verified that any residual adhesive that might have remained on the 
cylinder when the tape was removed had a negligible effect on the mass mea
surement (<0.1 mg). 
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the shear stresses exerted by the flow, the mixture will move along the
surface, following the paths of the fluid particles that pass adjacent
to the surface. In regions oflow velocity (e.g., stagnation regions), the
shear stresses are small and the mixture will remain stationary, so that
such regions show themselves as black streak-free zones on the sur
face.

The ideal fluidity is such that the mixture will move slowly over the
surface under the action of the shear forces. For such an ideal mixture,
any excess will be blown off, leaving an array of streaks which indicate
the direction of the fluid flow adjacent to the surface. A mixture that
is too fluid will be completely blown off the surface, so that no indi
cation of the flow pattern remains. In addition, a too-fluid mixture
tends to sag under the action of gravity. On the other hand, a too-stiff
mixture will not move at all, again providing no information about
the flow. The attainment of the proper mixture fluidity is a trial and
error process. Furthermore, a fluidity that is appropriate at a par
ticular Reynolds number may not be effective at another Reynolds
number, owing to differences in the shear stresses that are exerted.

The oil-lampblack technique can provide flow pattern information
via three types of observations. First, observation of the movement
of the freshly applied mixture immediately after initiation of the
airflow reveals .the direction of fluid motion. Next, after the excess
mixture is blown off the surface, a fixed pattern of streaks is estab
lished which gives further confirmation of the flow direction. Finally,
in separate experiments, the mixture can be applied locally at selected
positions on the surface to identify the details of the motion at those
positions.

In the present experiments, the flows adjacent to the cylindrical
surface and adjacent to the tip were visualized, and the corresponding
oil-lampblack patterns were photographed.

Results and Discussion
The presentation of results will begin with the information obtained

from the flow visualization studies, with the mass (heat) transfer re
sults to follow.

Flow Visualization Results. Attention is first turned to the
pattern of fluid flow adjacent to the cylindrical surface. Inasmuch as
the cylinder was positioned vertically in the wind tunnel, a fairly stiff
oil-lampblack mixture was used to avoid sagging, and the tunnel was
run at the highest Reynolds number (~25,OOO) to ensure a sharp
streak-line pattern.

A photograph of the visualized flow pattern is presented in Fig. 3,
where the bottom edge of the photo corresponds to the wall-attached
end of the cylinder and the top edge corresponds to the free end. The
photograph is a head-on view, looking at the cylinder from the di
rection of the oncoming flow.

The vertical black line at the center of the photograph marks the
stagnation of the oncoming flow on the cylinder. This line extends over
most of the length of the cylinder, but fades away near the top and
bottom ends. Emanating outward from the stagnation line is a net
work of very fine lines which, except near the ends of the cylinder, are
more or less horizontal. In actuality, th~se fine horizontal lines (such
lines are also pictured in Fig. 6 of [4]) represent the flow that passes
circumferentially around the cylinder. The vertical black bands at
the left- and right-hand borders of the photograph correspond to a
portion of the separated region.

Closer inspection of the photograph indicates a downflow adjacent
to the lower end of the cylinder and an upflow adjacent to the upper
end. These are strong flows, as witnessed by the fact that they have
eaten away the stagnation line adjacent to the ends of the cylinder.
The presence of these flows is readily rationalized.

To facilitate the discussion, it should be noted that the stagnation
of the flow against the cylinder causes a pressure rise, the extent of
which depends on the velocity of the oncoming flow. The fluid ap
proaching the bottom of the cylinder is a relatively slow moving flow
because it is contained within the boundary layer of the wall to which
the cylinder is attached. Therefore, there is only a modest pressure
rise due to stagnation near the bottom of the cylinder. However, at
higher elevations, above the wall boundary layer, the full velocity
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Fig. 3 Flow field visualization as seen In a head-on view, looking at the
cylinder from the dlrecllon of the oncoming flow

prevails and there is an appreciably larger pressure rise due to stag
nation. As a consequence, the presswe at the lower reaches of the
stagnation line decreases in the dOWllward direction, and this pressure
gradient is responsible for the downflow adjacent to the bottom edge
of the cylinder. As shown in [5], frontispiece and Fig. XII.32, the
downflow gives rise to an eddy which stands just upstream of the
cylinder, adjacent to the wall to which the cylinder is attached.

A related argument applies to the upflow near the top of the cyl
inder. In the free space above the cylinder, there is neither stagnation
nor 'pressure rise. Therefore, near the upper reaches of the cylinder,
the pressure at the stagnation line decreases in the upward direction,
thereby inducing the upflow. This upflow should have a marked effect
on the heat transfer coefficients at the tip-adjacent portion of the
cylindrical surface, and this matter will be revisited when the mass
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Fig. 4 Flow field visualization as seen looking directly downward at the tip
01 the cylinder from above

2 In evaluating rh a small correction was made for mass sublimed during the
equilibration period.

(2)

(1)Sh = KD/iJ

Re = UooD/v

where U 00 is the freestream velocity of the approach flow. Owing to
the well-established analogy between heat and mass transfer, the
words heat and mass will be used interchangeably throughout the
presentation.

The results for the cylindrical surface Sherwood (Nusselt) number,
uninfluenced by end effects, are presented in Fig. 5, where they are

in which D is the cylinder diameter and iJ is the naphthalene-air
diffusion coefficient [3]. The mass transfer counterpart of the Prandtl
number is the Schmidt number Sc = v/iJ, whose value for the present
experiments is 2.55. In view of the minute concentrations of naph
thalene vapor, v was evaluated as the kinematic viscosity of pure air.
The final dimensionless parameter is the Reynolds number

coefficients that are uninfluenced by end effects. These will be fol
lowed by the coefficients for the tip-adjacent cylindrical surface and
for the tip, with comparisons being made throughout the presentation,
when appropriate.

Before presenting the numerical results, the data reduction pro
cedure will be briefly described. From the mass measurements made
before and after each data run, the rate of mass transfer ril per unit
naphthalene surface area was evaluated.2 The mass transfer coeffi
cient K is the ratio of ril to the difference in the naphthalene vapor
densities at the surface and in the approach flow. The latter density
is zero, while the former was determined by employing the Sogin vapor
pressure-temperature relation [2] in conjunction with the perfect
gas law.

For a dimensionless representation, the Sherwood number Sh,
which is the mass transfer counterpart of the Nusselt number, is used.
It is defined as

(heat) transfer results are presented.
The angular position marking the onset of flow separation on the

cylindrical surface is proportional to the distance between the central
stagnation line and the black bands at the side of the photograph. It
is seen from the photo that the three-dimensional flow near the top
of the cylinder significantly delays the onset of separation; near the
bottom of the cylinder, separation is only slightly delayed by, the
three-dimensional effects. Over most of the length of the cylinder, the
inner boundary lines of the separated region, respectively to the left
and right of the stagnation line, are nearly parallel. Strict parallelism
occurs just below mid-height, and mass transfer measurements were
performed in this region as well as at mid-height.

The flow pattern adjacent to the tip of the cylinder will now be
considered, and to facilitate the discussion attention will be focused
on Fig. 4. This figure is a photograph taken looking directly downward
at the tip of the cylinder from above. The photograph reveals a flow
pattern which is remarkable both for its sheer complexity and for its
aesthetic beauty.

For purposes of orientation with respect to Fig. 4, it should be noted
that the flow approaching the cylinder lies in planes parallel to the
plane of the figure. The flow approaches the cylinder in the direction
from the top of the photograph to the bottom.

Inspection of Fig. 4 reveals six distinct zones. In discussing these
zones, the term forward flow will be used to denote fluid motion that
is in the same direction as the oncoming flow, while the term backflow
will denote fluid motion whose direction is opposite to that of the
oncoming flow.

From the physical point of view, the freestream flow approaching
the upper reaches of the cylinder can be envisioned as rising to avoid
the blockage created by the cylinder. The rising fluid tends to brush
lightly against the forward portion of the tip, thereby creating the
broad, sideward-curving streaks that are seen in the topmost zone of
Fig. 4. This is a zone of weak forward flow.

The rising flow separates from the tip of the cylinder, and it is the
recirculation of the separated flow and the reattachment downstream
of the separated region that shapes most of the other zones seen in the
figure.

The dark crescent-shaped region situated in the lower part of the
photograph marks the reattachment of the separated flow, so that the
separated region and its recirculating flow are located fore of the
crescent. The sharply etched lines that populate the separated region
are lines of backflow (i.e., opposite to the freestream direction). These
backflow lines terminate in a broad black band (in reality, the back
flow lifts off the surface at the border of the black band). The black
band is a zone of very low velocity. It is, in a sense, a neutral zone that
stands between the forward and backflows that exist at its upstream
and downstream edges. Careful local probing within the black band,
utilizing local application of the oil-lampblack mixture, revealed r'e
gions of weak forward flow, especially near the flanks of the band.
Photographic records of the local probing are available, but they are
not included here because of journal space limitations.

Aft of the crescent, the flow is reattached and is forward in direction
(i.e., in the same direction as the freestreaI'l). At the downstream
extremity of the tip, at the rim, there is a small black region. Extensive
visual observation indicated this to be a stagnation zone, from which
flow could not pass downstream (i.e., over the rim) because of a
blocking current which moved upward along the cylindrical sur
face.

The extreme complexity of the just-discussed flow pattern adjacent
to the tip of the cylinder makes even intuitive predictions about the
tip heat transfer uncertain. However, some comments appear ap
propriate. First of all, considering the major differences in the flow
patterns on the tip and on the cylindrical surface, there is ample
reason to expect that the heat transfer coefficients for the two surfaces
will display different Reynolds number dependences. Furthermore,
the more complex flow at the tip may well give rise to greater mixing
and, by this mechanism, higher heat transfer coefficients.

Heat Transfer Results. In the presentation which follmys, at
tention will first be focused on the cylindrical surface heat transfer
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Fig. 5 Sherwood (Nusselt) number results for the end-effect-free portion 
of the cylindrical surface 

plotted as a function of the Reynolds number. Different data symbols 
are employed to identify the cylinder length-diameter ratio L/D and 
the position of the mass transfer element, and these designations can, 
in turn, be identified by referring to the three leftmost cylinders 
pictured in Fig. 2. In addition to the data, Fig. 5 also contains a straight 
line whose significance will be discussed shortly. 

The data in Fig. 5 indicate no effect of the cylinder L/D on the 
Sherwood (Nusselt) number in the range investigated, i.e., L/D be
tween 7.1 and 18.5. Furthermore, the measured Sherwood numbers 
are the same for the mass transfer element at mid-height and that 
which is offset below mid-height. These characteristics affirm that 
the data are uninfluenced by end effects, as was asserted at the outset. 
In considering the significance of this finding, it should be reiterated 
that it has been demonstrated to be applicable to an element of 
transfer surface situated well away from the ends. There is no basis 
for inferring that the average Sherwood or Nusselt number for the 
entire cylinder would be independent of L/D in the range investi
gated. 

Attention will now be turned to a comparison of the data of Fig. 5 
with literature correlations for the cylinder in crossflow. In general, 
the available correlations do not include the cylinder L/D as a pa
rameter [1], thereby implying that they are independent of end effects. 
It should also be noted that the overwhelming majority of the litera
ture data are for Pr (or Sc) = 0.7, whereas the present data are for Sc 
= 2.55. It is believed that the most reliable correlation for Pr (or Sc) 
> 0.7 is that of Zhukauskus [6], and that correlation will, therefore, 
be used for comparison with the present data. 

The Zhukauskus correlation contains provisions for variable 
property effects, but these are omitted here because property varia
tions are entirely negligible for naphthalene sublimation in air. With 
these simplifcations, the correlation becomes 

Nu = 0.26Re°-6Pr°-37 (3) 

where the exponent 0.6 of the Reynolds number and the constant 0.26 
are specific to the range Re = 103 to 2 X 10B. The solid line in Fig. 5 
is a representation of equation (3) for Pr = Sc = 2.55. 

Examination of Fig. 5 reveals a remarkably good level of agreement 
between the present data and the Zhukauskus correlation. This im
pressive level of agreement not only affirms the present experimental 
technique, but also lends strong support to the general validity of the 
naphthalene sublimation technique. With Fig. 5 as background, the 
results for the tip and for the tip-adjacent part of the cylindrical 
surface can be presented with confidence. 

The Sherwood (Nusselt) number data for the tip-adjacent portion 
of the cylindrical surface are presented as a function of the Reynolds 
number in Fig. 6, where a curve has been faired through the data 
points to provide continuity. As was noted earlier, the length L * of 
the tip-adjacent cylindrical surface to which these results correspond 
is defined by L*/D = x/i. The area of this length of cylindrical surface 
is identical to that of the tip. 

In Fig. 6, the tip-adjacent results are compared with those for the 
cylindrical surface without end effects. The latter results, already 
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presented in Fig. 5, are so well represented by equation (3) that the 
equation, rather than the actual data, is shown in Fig. 6. 

Figure 6 indicates that in the range of Reynolds numbers investi
gated, the end effects associated with the free end of the cylinder 
enhance the heat transfer coefficients on the cylindrical surface. The 
enhancement, which is somewhat dependent on Reynolds number, 
is on the order of 50 percent. 

There are two factors, both related to the fluid flow patterns of Fig. 
3, that are primarily responsible for the differences between the cy
lindrical-surface transfer coefficients adjacent to the tip and away 
from the tip. One of these is the tip-adjacent turning, acceleration, 
and redirection of the flow toward the free end of the cylinder, a 
process which can be expected to enhance heat transfer. The second 
factor is the decrease in the angular extent of the separated region 
which occurs as the free end is approached. At lower Reynolds num
bers, the separated region is a zone of degraded heat transfer, whereas 
at higher Reynolds numbers it is a zone of enhanced heat transfer. 
Therefore, at the higher Reynolds numbers, the smaller separation 
zone in the tip-adjacent region tends to be less enhancing than the 
larger separated region that prevails away from the tip. This behavior 
is believed responsible for the closing of the gap between the tip-
adjacent results and those away from the tip, as is in evidence in Fig. 
6 at the higher Reynolds numbers. 

The measured Sherwood (Nusselt) numbers for the tip are pre
sented in Fig. 7 which also includes, for comparison purposes, the 
already presented results for the cylindrical surface. To maintain 
clarity, the latter are portrayed as curves rather than as data points. 
The data points for the tip are interconnected by a faired curve to 
provide continuity. 

The figure shows that in the Reynolds number range investigated, 
2500 < Re < 25,000, the tip heat transfer coefficients exceed those 
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Fig. 8 Comparison of Sherwood (Nusselt) numbers for the tip and the tip-
adjacent region with those for the end-effect-free portion of the cylindrical 
surface 

for the end-effect-free cylindrical surface, with deviations that in
crease with Reynolds number. At the upper end of the range, the tip 
Sherwood (Nusselt) numbers are twice as large as those for the cy
lindrical surface. To rationalize this finding, reference may be made 
to the flow patterns portrayed in Fig. 4. There, it can be seen that most 
of the tip area is washed by flows that are highly responsive to 
Reynolds number—namely, in the separated region and the reat
tachment zone. On the other hand, for the cylindrical surface, away 
from the ends, about half of the circumference—the forward half—is 
washed by a less responsive flow. It is, therefore, quite reasonable that 
the variation of Sh or Nu with Re at the tip has a steeper slope than 
that for the end-effect-free cylindrical surface. 

From the foregoing, it is evident that in the Reynolds number range 
investigated, the tip heat transfer would be underestimated if it were 
to be evaluated using the conventional cylinder-in-crossflow Nusselt 
number correlation. 

Attention is now turned to the comparison between the tip heat 
transfer coefficients and those for a tip-adjacent length of cylindrical 
surface L* = D/4. As noted in the Introduction, such a length of cy
lindrical surface has the same area as the tip. Figure 7 shows that over 
part of the investigated range of Reynolds numbers, between 4500 and 
10,000, the coefficients for the two zones are within ten percent of each 
other. At larger Reynolds numbers, the tip-adjacent coefficients in
crease relatively slowly, with the result that at Re = 25,000 the tip 
coefficients exceed those for the near-tip region by about 60 percent. 
The deviations at the larger Reynolds numbers can be rationalized 
by arguments similar to those employed earlier in this section. Below 
Re = 4500, insufficient data are available to quantify the extent of the 
deviations between the two sets of results. 

The ramifications of the foregoing comparisons with respect to fin 
theory will be discussed in the Concluding Remarks. 

In the final figure, Fig. 8, a compact comparison of the Sherwood 
(Nusselt) numbers for the three zones of measurement is presented. 
For this comparison, the results for the end-effect-free cylindrical 
surface, designated here as Shcyi|IO or Nucyi>n,, are used as a baseline. 
The Sherwood (Nusselt) numbers for the other zones were ratioed 
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with Shcyi,«, (Nucyi,„), and the ratios are plotted in Fig. 8. The figure 
affirms that in the range investigated, both the tip heat transfer 
coefficient and the tip-adjacent heat transfer coefficient exceed hcyl_„_ 
In particular, Sh/Shcyiin, for the tip ranges from 1.25 to 2.03, mono-
tonically increasing with Reynolds number. For the tip-adjacent re
gion, 1.34 < Sh/Shcyi,,,, < 1.57 and is not monotonic. 

Concluding Remarks 
As was noted in the Introduction, there are various approaches used 

in fin theory to deal with the tip of the fin. Because of the heretofore 
universal unavailability of fin-tip heat transfer coefficients, all of the 
approaches are, to various degrees, approximations. It is standard 
practice in fin theory to ignore possible variations of the heat transfer 
coefficient along the principal surface(s) of the fin; rather, a single 
constant value is used. For a wall-attached cylindrical fin, the fin heat 
transfer coefficient would be obtained from literature correlations 
for the cylinder-in-crossflow (without endeffects). This same coef
ficient would also be used at the fin tip and at fictive extensions of the 
cylindrical surface (when the tip heat transfer is conceptually sup
pressed). 

The experimental data obtained here show that the tip heat transfer 
coefficients are higher than those for the cylindrical surface of an 
end-effect-free cylinder in crossflow. Therefore, all of the prior ap
proaches tend to underestimate the heat transfer from the tip and, 
therefore, the heat transfer from the fin. With regard to the replace
ment of a conceptually insulated tip with a fictive extension of the 
cylindrical surface, such an approach would be more accurate if tip-
adjacent heat transfer coefficients were to be used rather than those 
for the end-effect-free cylindrical surface. This is because the former 
are in closer agreement with the tip coefficients than are the latter. 

It is also shown that there is not a simple relationship between the 
tip coefficients and those for the end-effect-free cylindrical surface, 
and the absence of such a relationship is a deterrent to the proper 
treatment of the fin tip in design calculations. The different Reynolds 
number dependences of the two sets of coefficients are due to pro
found differences in the respective patterns of fluid flow. 
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Steady Laminar Flow through 
Twisted Pipes 
Fluid Flow in Square Tubes 
The Navier-Stokes equation in a rotating frame of reference is solved numerically to ob
tain the flow field for a steady, fully developed laminar flow of a Newtonian fluid in a 
twisted tube having a square cross-section. The macroscopic force and energy balance 
equations and the viscous dissipation term are presented in terms of variables in a rotat
ing reference frame. The computed values of friction factor are presented for dimension-
less twist ratios, (i.e., length of tube over a rotation of -K radians normalized with respect 
to half the width of tube) of 20, 10, 5 and 2.5 and for Reynolds numbers up to 2000. The 
qualitative nature of the axial velocity profile was observed to be unaffected by the swirl
ing motion. The secondary motion was found to be most important near the wall. 

Introduction 
It has been well established that secondary flow can significantly 

enhance transfer processes such as heat and mass transfer. Secondary 
flows are normally generated in the presence of curved walls. Liter
ature abounds with papers on flow through curved tubes of various 
cross sections [1-6]. In a series of papers, Marris [7, 8] provided a 
fundamental insight on the generation of secondary flow. His objective 
was to provide qualitative results applicable to a wide variety of flow 
situations, rather than precise quantitative data of engineering im
portance. Todd [9] studied a more specific problem of flow through 
twisted tubes. His analysis was restricted to pipes in which the or
ientation of the cross-section changes slowly with distance along the 
axis of the pipe. With this restriction he was able to simplify the 
Navier-Stokes equation in a rotating frame of reference to a classical 
equation in elasticity theory, viz. a fourth order partial differential 
equation governing the transverse displacement of a clamped elastic 
plate. His analysis up to that point is valid for a pipe of any cross 
section. Todd also presented approximate solution to the simplified 
equations for a specific geometry of elliptic tubes. His analysis was 
restricted to tubes with small twist rates. The twist rate is defined as 
ir/H' where H' is the distance along the axis of the pipe over a rotation 
of 7r radians. Todd pointed out the necessity to use a numerical 
method to solve the complete Navier-Stokes equation. Date [10] 
presented a numerical solution for flow through a circular tube with 
a twisted tape insert. He solved the Navier-Stokes equation in a ro
tating cylindrical coordinate. The twist rate of the tape insert was 
varied from 4.50 to 31.44. 

In a series of papers we will present both qualitative analysis of the 
flow field and precise quantitative data on pressure drop and heat 
transfer rates in twisted tubes. It should be pointed out that twisted 
tubes of various cross sections are available commercially. In this 
paper we present a detailed numerical solution for fully developed 
viscous flow in twisted tubes with a square cross section. The Nav
ier-Stokes equation in the stream function-vorticity form will be 
solved in a rotating rectangular coordinate system. The rotating 
coordinate system is preferred because the flow field is two-dimen
sional in such a system. 

Governing Differential Equations 
The dimensional form of the Navier-Stokes equation (NSE) for 

steady laminar flow is, 

pv' • V v' = - V p ' + fiV'2 v' 

and the continuity equation for an incompressible fluid is, 

V ' -v ' = 0 

(1) 

(2) 

Contributed by The Heat Transfer Division for publication in The JOURNAL 
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A suitable length scale for making the equations dimensionless is a, 
where (2a) is the width of a rectangular tube (see Fig. 1). Define the 
following dimensionless quantities 

v = a V V 2 = Q 2 V / 2 

\=\'l(v/a) Q = (Vp')a3/vn 

where the vector Q has three components [Qj, % , Qj). Equations (1) 
and (2) can then be written in dimensionless form as 

•Vv = - Q + V 2 v 

V-v = 0 

(3) 

(4) 

All the quantities with an overbar are defined in a fixed co-ordinate 
system (x, y, z) whereas quantities without an overbar are defined 
in a rotating coordinate system (x, y, z). The presentation is restricted 
to square pipes of constant twist rates. Let the cross section of the tube 
undergo a complete rotation (2 it radians) over a length of 2 H'. The 
rotating coordinate system (x, y, z) will also undergo an identical 
rotation. The spatial coordinates of a point are transformed into the 
rotating coordinate as, 

(5) 

where Bz is the angle of rotation, and it is a function of 2. For a con
stant twist rate, we have dz (z) = w z'/H' = w z/H; both z' and H' are 
normalized with the length scale a. As pointed out by Todd [9] it is 
not convenient to decompose the velocity vector into contravariant 

X 

y 
z 

= 
cos 6Z 

—sin dz 

0 

sin Bz 

cos dz 

0 

0 
0 
1 

X 

y 
z 

Fig. 1 Tube geometry and the rotating coordinate system 
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components . Hence the velocity vector v is decomposed in the rotat ing 

coord ina te sys tem as, 

1XVX + lvUv + U"z (6) 

cozflz 

sin 6Z 

0 

—sin 8Z 

cos 02 
0 

0 
0 
1 

where i x , iy and i2 are the un i t vectors in t h e ox, oy and oz d i rect ions 

N o t e t h a t i z =iz; i.e., t h e z-direction is t h e same in b o t h coord ina te 

systems. T h e velocity v in equa t ions (3) and (4) are t rans formed into 

t h e ro t a t ing coord ina te as follows: 

(7) 

T h e der ivat ives of a scalar funct ion f in t h e s t a t iona ry coord ina te 

sys tem are t r ans fo rmed in to t h e ro t a t i ng coord ina te sys tem using, 

dx 

*L 

dy 

l _dz_J 

dx 

*L 
dy 

_ d z _ 

= 

= 

cos 8, 

azy 

(8) 

where 82' = ir/H is t h e twis t r a t e , ob t a ined by dif ferent ia t ing 8z(z) 

= IT z/H wi th r e spec t t o 2. Us ing t h e t r ans fo rma t ions given in equa 

t ions (7) a n d (8), t h e c o m p o n e n t s of equa t ions (3) and (4) can be 

t r ans fo rmed in to t h e ro t a t i ng coord ina te . In t h e case of fully devel

oped s t eady flow, all t h e g rad ien t s in t h e z d i rec t ion (except for 

pressure) are zero in t h e t r ans fo rmed coord ina tes . T h e resul t ing 

two-d imens iona l equa t ions are: 

C o n t i n u i t y e q u a t i o n in r o t a t i n g c o o r d i n a t e s 

dvx duy ir f dvz dvz 

1 -\ \y x 
dx dy H [ dx dy 

= 0 0) 

x - c o m p o n e n t of e q u a t i o n (1) in r o t a t i n g c o o r d i n a t e s 

dux 

dx 
• + v 

dvx TV 
•v 1 Vz y dy H 

<>Vx 

dx dy 

d2vx 

= -Qx + ~ + 
dx2 dy2 

d 2ux dvx 
-2xy——-y—-

dxdy dy 

+ % 
d2vx d2vx 

t — - + y — r 
d y 2 dx2 

dvx dt)v dov 
— - vx + 2x —*• - 2 y ^ 
dx dy dx 

(10) 

y - c o m p o n e n t of e q u a t i o n (1) in r o t a t i n g c o o r d i n a t e s 

dUy 

dx 
• + vv 

<>Vy 

dy H 

d V 

dVy 

dx 

dUy 
• x ^ + vx 

dy 

dx2 dy2 \HJ 
, 2 ^ , T 2 ^ Z 

dx2 ' + X 2 

d2t)v dUy 
-2xy - y — -

dxdy dy 

?>Vy 

dx 

dvx 

dy2 

do. 
• vy + 2y 2x 

dx dy 
(11) 

z - c o m p o n e n t of e q u a t i o n (1) in r o t a t i n g c o o r d i n a t e s 

duz 

dx 
'- + uv 

+ \% 

Vz IT 
— + - y z 
>y H 

duz dvz 

dx dy 

"*-||*--*'^£ 
d2vz „d2uz dt) 

y — r + x —r~"x — 
dx2 dy2 dx 

z dvz d2uz 

dy dxdy 
(12) 

T h e equa t ions of mo t ion in t h e ro ta t ing coord ina tes have additional 

t e r m s of o rde r ir/H a n d (TT/H)2 which are respons ib le for t h e secon

da ry flow. A s t r e a m funct ion which satisfies t h e con t inu i ty equation 

(9), can be def ined in t h e t r ans fo rmed coord ina te sys tem as, 

dip 

dy H 

dxp w 
1- — xuz 

dx H 

(13a) 

(136) 

where t h e s t r e a m funct ion h a s been normal ized as \p = \p'/v. Vorticity 

is def ined in t h e s t a t iona ry coord ina te sys tem as, <o = VXv, the z-

c o m p o n e n t of which is, 

_ _ dVy dVx 

dx dy 

In t h e ro t a t ing coord ina te sys t em th is t r ans fo rms to : 

_ dvy dvx 

dx dy 

T h e s t ream-func t ion e q u a t i o n is ob ta ined-f rom equa t ions (13) and 

(15) as, 

S t r e a m f u n c t i o n - v o r t i c i t y e q u a t i o n 

d2\p d2\[/ 

(14) 

(15) 

dx2 
IT 

d y 2 H 
2v, 

dvz , - - . , dvz 

+ x hy 
dx dy. 

(16) 

T h e vort ici ty t r a n s p o r t equa t ion is ob ta ined from equat ions (10) and 

(11) by e l imina t ing t h e p res su re g rad ien t s in t h e usua l m a n n e r . 

V o r t i c i t y t r a n s p o r t e q u a t i o n 

dxp dwz d\p dwz 

dy dx 

+ -H 

•K ( dvz 

• + oiz — ix 
dx dy H \ dy 

dix 

-y 
dvz 

dx 

y 
dx 

-— y-
dUy 

-x—-+vx 

?>y 

dvz 

dx 

d2coz d2o)z lir\2 

dx2 dy2 \Hj 

W 

H 

r 2 -

dvx 

dx 

d£i 

i>y 

, d2wz 

dvz 

J dy 

d2uz . 
2 y dx2 dy2 

da>2 do>z d2u>z 

• y 2xy 
dx dy dx dy. 

(17) 

Equat ions (12,16) and (17) together with the appropr ia te boundary 

condi t ions t o be p r e s e n t e d la te r define t h e flow field of a Newton ian 

fluid in a twis ted t u b e . 

-Nomenclature. 
a = d imens iona l half w id th of t u b e 

eu = energy loss factor, d imens ionless 

/ * = friction factor, d imens ionless 

H = l eng th of t u b e over a ro ta t ion of it ra

d ians , d imensionless (H = H' la) 

\j = un i t vectors in J = x , y , z d i rec t ions 

p' = p ressure , d imens iona l 

Q = a vector of p res su re g r a d i e n t in ro t a t ing 

_ c o o r d i n a t e \QX, Qy, Qz\, d imens ionless 

Q = a vector of p res su re g rad i en t in s t a t ion

ary coord ina te {Qj, Qy, Qs), d imens ion

less 

R e = Reyno lds n u m b e r , 2a <u z ' ) h 

r = rad ia l coord ina te , d imens ionless 

v = velocity vector \vx, vy, vz), d imens ion

less 

x = coord ina te 

y = coord ina te 

y m ax = he igh t of t u b e in y d i rec t ion, d imen

sionless ( y m a x = ymax'/a) 

2 = coord ina te 

Ax = grid size in x -direct ion, d imens ion

less 

Ay = grid size in y -d i rec t ion , d imens ion

less 

8 = angular coord ina te 

8Z = angle of ro t a t i on of t h e coord ina te 

v i m = fluid viscosity 

v = k inema t i c viscosity 

p = fluid dens i ty 

ip = s t r e a m funct ion, d imensionless 

o>z = axial vort ici ty, d imens ionless 

$ „ = energy d iss ipa t ion t e rm , d imension

less 

(•) = average q u a n t i t y (e.g., (uz)) 

S u b s c r i p t s 

x = x - c o m p o n e n t of a vector (e.g., vx) 

y = y-component of a vector (e.g., vy) 

z = z-component of a vector (e.g., vz) 

S u p e r s c r i p t s 
— = a var iable in s t a t ionary coord ina te 

' = a d imens iona l var iable 
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The Reynolds number, defined as Re = 2a{v'z)p/n, can be ex
pressed in terms of dimensionless mean axial velocity as, 

Re = 2<uz) (18) 

The friction factor, /*, is defined as 

/* 
(r'u,*) 

(19) 

where (r'w*) ' s an average equivalent shear stress which acts on an 
area A'w* = 8 a H' and counter balances the pressure force. This 
definition for /* was chosen in order to avoid the evaluation of the true 
twisted tube surface area. The product/*Re is given by 

/ * R e 
2( -Q. ) (20) 

It should be pointed out that the pressure gradient, Q2, used in 
equation (20) is defined along a constant (x, y) path in the moving 
coordinate system, which is a helical path. In contrast, the pressure 
gradient measured by a manometer will be Qz- This linear pressure 
gradient depends on the location of the manometer probe in the (x, 
y) plane. However, along the center line, both pressure gradients are 
identical. 

Boundary Conditions. The equations of motion in the stream-
function vorticity form, viz. equations (12, 16) and (17), have rota
tional symmetry about the z-axis. As these equations must be solved 
numerically, we must take full advantage of any symmetry in the flow 
field. 

Because of the rotational symmetry at every 90 deg, only one 
quadrant of the tube needs to be considered. It is convenient to choose 
the region of interest a s — l ^ x ^ O , — l ^ y ^ O . The boundary con
ditions for stream function and axial velocity are specified as zero 
along the solid walls. 

vz(x = -l,y) = uz(x,y = - 1 ) = 0 

4>(x = -l,y) = \P(x,y = - l ) = 0 

(21) 

(22) 

For vorticity, the boundary condition along the wall is specified in 
terms of stream function as shown below. 

« z (* = - l , y ) = 
d2\j/ -K d vz 

dx2 HX dx 

i i \ d2ip TT dvz 

dy1 H dy 

It is clear that along the center lines, the rotational symmetry implies 
the following, 

vz(x,y = 0) = vz(x = 0 , y ) 

yP(x,y = 0)=\P(x = 0,y) 

b>z(x,y = 0 ) = wz(x = 0,y) 

(25) 

(26) 

(27) 

Equations (21-27) provide the basic set of boundary conditions re
quired to solve for the flow field. Additional conditions on ux,uy,Qx, 
and Qy can be derived using symmetry arguments. 

Method and Validity of Numerical Solution. Due to the com
plexity of the basic equations (12, 16) and (17), a finite difference 
method is used to solve the above equations for axial velocity, stream 
function and vorticity, respectively. All the derivatives are approxi
mated by second order central difference approximations over a 
uniform grid in the region - K i ^ 0 , - H y ^ 0 . Note that the basic 
equations (12,16) and (17) depend on the secondary variables ux, vy, 
Qx and Qy. The secondary velocities vx, vy are calculated from the 
discretized form of the defining equations (13a) and (136), while Qx 

and Qy are calculated from the discretized form of equations (10) and 
(11). A relaxation type of iterative procedure is used to solve the flow 
equations. 

Accuracy of the numerical results were estimated through a number 
of procedures. First, the limiting case of a straight tube was simulated 
by setting H = 1000. The /*Re was computed to be 14.25 for this case. 
From an analytical solution [12] for flow through straight square tube, 

the /*Re is calculated to be 14.23. The numerical value of/*Re for H 
= 1000 is within 0.2 percent of the limiting value for H ->- °°. 

Another means of checking the accuracy of the numerical solution 
is to compute f *Re by integrating the shear stress along the wall and 
compare it with that of equation (20). In an orthogonal coordinate 
system this is tantamount to making a force balance. However, for 
a nonorthogonal system the force balance must be done with care and 
the correct equation to use is 

-4yn -Q, s:s. - ( y Q x 
yraax tL 

• xQy) dx dy 

Xymas 
TXz(x = 1, y) + TXZ(X = - 1 , y)] dy 

-ymoi 

• J [ryz(x,y = -ym ax) + Tyz(x,y = ymax)] dx (28) 

rxz(x = ±1 , y) 

Tyz(x,y = ±ymax) = : 

1 + 
m 

i + -
H2 

where 

dvz 

dx 

dvz 

oy 

and T is the dimensionless shear stress. 
In addition the mechanical energy balance is also used to check the 

accuracy. For an incompressible Newtonian fluid under fully devel
oped steady flow it is given by (see Bird, et al. [11]) 

X i rymm f [ 

\VzQz + \VxQx + VyQy 
-1 t / - J r a I [ 

X I fymm 
I *„dy dx 

-1 J-ym„ 

+ "z — (yQx - xQy) 
ti 

dy dx 

h(v2)
2e„ (29) 

where 

*„ = 2 
dUx\2 

dx • y 

(23) 

(24) where, 

+ 

<>Uy 

dz 

dvx dvv 

dy dx 

dux dvz TV 
1 1— ou3 

dz dx H 

dvz - + -&V, 
dy H y + 2 -I— 5u2 

dz H 
(30) 

d 
y 

dx 
dy. 

and eu is the friction loss factor. 
Making use of equations (28) and (29), the following example il

lustrates the closure errors. The pair of numbers given in the paren
thesis gives the percent of the closure error in energy and momentum 
balances, respectively. For H = 20 and Q2 = -4000, (Re = 1094), the 
error for a 15 X 15 grid was (0.41,0.13). It came down to (0.13,0.1) for 
a grid size of 21 X 21. However, as H becomes smaller the decrease in 
the closure error becomes more pronounced. For example for H = 2.5 
and Qz = -3000, (Re = 709) the error for a 15 X 15 grid was (6.10, 
10.71). It came down to (2.52, 4.28) for a grid size of 21 X 21. 

To further verify the numerical results, flow solutions were obtained 
for a grid of 31 X 31 for selected flow situations. Comparing /*Re 
values for a grid of 21 X 21, the change in /*Re with the finer grid was 
not more than 1 percent and in general it was below 0.5 percent for 
H > 5. For the case of H = 2.5 and high Reynolds numbers, the dif
ference was about 3-4 percent. This indicates that the requirements 
of very fine grids become important for the case of H = 2.5 at a 
Reynolds number higher than, say 400. It appears then that the cen
tral difference scheme adopted in this study begins to fail to give ac
curate solutions for H = 2.5 at the higher Reynolds number (Re = 
709). In the light of the type of secondary flows predicted in this study, 
other schemes such as those proposed by Spalding [13], Raithby and 
Torrance [14] and Raithby [15] should be employed to extend the 
range of H and Re of this study. 
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Results and Discussions 
Qualitative aspects of the flow field are best illustrated with per

spective drawing and contours of such quantities as axial velocity and 
secondary velocity. The perspective drawing of axial velocity profile 
is shown in Fig. 2 for the case of H = 20, Qz = -2000 (Re = 553) and 
H = 2.5, Qz = -2000 (Re = 479), respectively. The profile for H = 20 
is similar to the flow profile in a straight square duct. However, for 
H = 2.5 the profile is similar to Poiseuille flow in a circular tube (i.e., 
axial velocity near the corner is close to zero). If the twisted tube is 
projected along the axis on to the (x, y) plane, one will see an inner 
circular core of radius a and an annular ring corresponding to the solid 
portions of the pipe. As H becomes small the resistance to flow in the 
annular portion of the pipe becomes large. Hence the bulk of the fluid 
flows through the inner core and the axial velocity near the corners 
is small as is evident in Fig. 2(b). Another observation, from Fig. 2 is 
that the swirling secondary motion does not alter the axial velocity 
profile significantly. This is in contrast to flow in curved tubes where 
the axial velocity profile is significantly different from the parabolic 
profile for small curvature ratios and large Reynolds numbers (See 
Masliyah and Nandakumar [6]). 

The normalized axial velocity along the center line (x, y = 0) and 
along the diagonal (x,y = x) are shown in Fig. 3 for the case of H = 
20 and 2.5 for an axial pressure drop of Qz = —2000. The velocity 
profile for a straight tube (H = <») and a reference parabolic profile 
are included for comparison. The latter two profiles are very close to 
the centre line velocity profile indicating that the velocity profile along 
the centre line is little affected by the tube twist. The velocity profiles 
along the diagonal are shown in Fig. 3 in a compressed scale, where 
the diagonal is projected onto the x-axis. For comparison, the velocity 
profile along the diagonal for a straight tube and a reference parabolic 
profile are also shown. For H = 20, the computed points are close to 
the curve for a straight square duct, while for H = 2.5, the profile 
approaches the parabolic profile for a circular tube of unit radius. 

It is not surprising to find that the swirling motion in laminar flow 
does not alter the axial velocity profile. It can be shown through a 
simple example (White [12], problem 3-11) that the parabolic profile 
for a Poiseuille flow in circular tubes is unaltered by superimposing 
a pure swirling motion, i.e., vr = 0, vg = vo(r). For a pure swirling 
motion the axial component of the NSE is uncoupled from the radial 
and the angular components. Hence, for a constant pressure gradient 
in the axial direction, one obtains the well known parabolic profile. 
However, for a non-circular geometry one can expect only a qualitative 
similarity with this example. 

Although the definition of stream function as given in equations 
(13) is helpful in solving the momentum equations, a contour of the 
stream function does not reflect the strength of the secondary flow. 
This is because the axial velocity appears in the definition of stream 
function (equation (13)) and it is the dominant component of the 
velocity vector. Hence a contour of the stream function resembles very 
much the contour of the axial velocity. The strength of the swirling 
flow is perhaps best illustrated by showing the secondary velocity 
vector at each grid point in the (x, y) plane. This is done in Fig. 4. 
Figure 4(a) is for H = 2.5 and Qz = -2000 and is typical for all H > 
2.5 studied here. Note that the swirling motion is strongest in the 
annular region and almost nonexistent in the inner core. Figure 4(b) 
shows the swirling motion for an extreme case ofH = 1.0, Qz = —10. 
A converged solution for this case was obtained with some difficulty. 
For this case both the axial and the secondary flows were insignificant 
in the annular region. In contrast to the cases for H > 2.5, the swirling 
motion is fairly strong in the inner core, as seen in Fig. 4(b). 

In order to appreciate the relative importance of cross flow with 
respect to the axial flow, a perspective contouring of the quantity, S 
= (vx

2 + vy
2)1/2/vz is shown in Fig. 5 for the cases, H = 20,Q* = -2000 

and H = 2.5, Q2 = -2000. It is clear from Fig. 5(a) that the axial ve
locity vz dominates the inner core, while the secondary flow is im
portant in the annular region. Figure 5(b) shows essentially the same 
characteristic feature. The only difference is that in Fig. 5(a) the ratio 
of secondary to axial velocity reaches maximum very close to the 
corner, while in Fig. 5(b) this maximum is reached further inside in 

Fig. 2(6) H - 2.5; Qz = -2000 

Fig. 2 Axial velocity profile 

(vz: 

/ 

/ / / / 

y . ' / J • H = 20.0, y = 0 (center line) 

// / I a H = 2.50, y = 0 (center line) v 

y/ / n / Parabolic Profile (center line); (y ) 7 = 

/
* / Straight Square Tube (center line) 

/ o H = 20.0 (along diagonal) 
/ / Straight Square Tube (along diagonal) 

y I D H = 2.5 (along diagonal) 
/ Parabolic Profile (circular core) 

i / i i i i 
-0 .2 

Fig. 3 Normalized axial velocity profile along center line and diagonal 

the annular region. The important point to note is that the strong 
secondary flow in the annular region will help enhance the convective 
heat and mass transfer processes near the wall. The maximum values 
of S for H = 2.5 and 20 are 2.24 and 0.21, respectively. 

The quantity /*Re is shown as a function of Reynolds number for 
each H in Fig. 6. Also shown is the reference line for a straight square 
tube. In contrast to straight tube, the product /*Re for a twisted tube 
is not independent of Reynolds number. The secondary flow inertial 
effects in a twisted tube become important at a Reynolds number of 
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about 100. Figure 6 can be used in conjunction with the expressions 
for Re and /*Re (equations (18) and (20), respectively), to evaluate 
the corresponding values of the axial pressure gradient, Qz. Using the 
definition of/*Re in equation (20) and the energy equation (29), it 
can be seen that /*Re and the friction loss factor, e„, become identical 
at the limiting case of a straight tube with H = <=. The difference be
tween /*Re and e„ is due to the additional terms involving H, Qx and 
Qy of the square brackets on the left-hand side of equation (29). The 
relative difference between the two quantities was found to become 
more important at lower H; but the difference was never higher than 
4 percent for all cases with H > 2.5. In other words, if the power re
quirement is calculated from [-Qz (vz) (4ymax)], then it matches the 
viscous dissipation term [\(vz)

 2(j>v\ within 4 percent. Hence from an 
engineering point of view, the power requirement can be calculated 
from the center line pressure gradient, Qz, alone which is embodied 
in the /*Re data. 

Conclusion 
The Navier-Stokes equation, the macroscopic force and energy 

balance equations, and the viscous dissipation term are all presented 
in a rotating frame of reference. Using of a rotating coordinate system 
simplified the equations of motion for a fully developed, laminar flow 
of a Newtonian fluid in a twisted tube to a two-dimensional problem. 
The resulting set of coupled elliptic partial differential equations are 
solved numerically using a relaxation type of procedure. 

The axial velocity profile was observed to be unaffected by the 
swirling motion. As the twist rate is increased the axial velocity profile 
changes from that of a straight square tube to that of a straight cir
cular tube. The secondary velocity is most important in the annular 
region near the wall and is almost nonexistant in the inner core for 
H > 2.5. 

Fig. 5 
locity 

Fig. 5(6) H = 2.5; Qz = -2000 

Relative importance of secondary velocity with respect to axial ve-

- Analytical Solution for 
Straight Square Tube 

10 100 1000 

Reynolds Number 

Fig. 6 Variation of A'Re with Reynolds number 
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Steady Laminar Flow through 
Twisted Pipes 
Heat Transfer in Square Tubes 
The potential of a twisted square pipe for heat transfer applications is examined. A nu
merical solution of the energy equation in a rotating frame of reference is used for the 
analysis. The case of axially uniform wall temperature is considered. The rectilinear na
ture of the axial velocity profile makes the overall Nusselt number insensitive to changes 
in Reynolds and Prandtl numbers. However, the swirling motion provides significant en
hancement in heat transfer across individual walls. Hence the use of twisted square pipes 
in a multichannel configuration is proposed. 

Introduct ion 
Laminar forced convective heat transfer through straight ducts of 

various cross-sections have been studied quite extensively in the past. 
The most exhaustive compilation of all the available results can be 
found in London and Shah [1]. It is well known that heat and mass 
transfer rates are enhanced by inducing a secondary flow and/or 
providing increased surface area, often at the expense of increased 
friction. Secondary flow can be generated in the presence of curved 
walls. A coiled tube is one such example which has the advantage of 
providing a compact size as well as increased heat transfer rate be
cause of the secondary flow. Hence, curved tubes (toroidal geometry) 
of various cross sections have been studied quite extensively [2-5]. 
Internally finned tubes is one example of enhancing the heat transfer 
rate by providing increased surface area. See for example Hu and 
Chang [6] and Masiiyah and Nandakumar [7]. 

A unique geometry which provides increased surface area without 
fins and also induces secondary flow is a twisted tube of constant cross 
section. This geometry has not received much attention in the liter
ature. Todd [8] studied fluid flow in twisted tubes with elliptical 
cross-section. His intent was to understand and model flow behavior 
in flexible pipes. Date [9] and Lopina and Bergles [10] have studied 
fluid flow and forced convective heat transfer in circular tubes with 
a twisted tape insert. In the companion paper [11] we analyzed the 
fluid flow behavior in twisted square tubes. It was observed that the 
axial velocity profile did not depart significantly from a parabolic 
profile. However, the swirling motion was observed to be important 
at small twist rates, w/H, where H' is the length over which the 
cross-section of the pipe rotates through ir radians. 

In this work we develop and solve the differential energy balance 
equation in a rotating coordinate system. The study is restricted to 
fully developed velocity and temperature profiles. Axial conduction 
in the moving coordinate system is neglected to preserve the two-
dimensional nature of the problem. Consequently the solutions are 
restricted to low thermal conductivity (high Prandtl number) fluids. 
The objective is to investiate the heat transfer characteristics for the 
case of uniform axial temperature. The effect of swirling motion on 
heat transfer across individual walls is studied for potential applica
tion in multichannel heat exchanger design. Temperature along the 
periphery is assumed to be constant for each wall; but it may be dif
ferent for the four walls. Various boundary conditions to be studied 
in this work are identified in Fig. 1. 

G o v e r n i n g E q u a t i o n s 
The differential form of the energy balance equation for a constant 

property, incompressible fluid with negligible viscous dissipation 
is, 

V T = a V 2 r (1) 
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Fig. 1 Twisted square tube configuration 

where a = k/pCp and all the primed variables are dimensional 
quantities. All quantities with an overbar are defined in a stationary 
coordinate system (x,y,z) while quantities without an overbar are 
defined in a rotating coordinate system (x,y,z). The velocity vector 
v, the gradient V' and the Laplacian V'2 are transformed into the 
rotating coordinate system using the transformations given in [11]. 
The resulting energy balance equation in terms of the variables in a 
rotating coordinate system is, 

oT' 

bx' 
"+ Uy 

, oT 

ay • + v. 

+w^ 

ar 
bz' 

,ar 
dx' 

+ -H2 dx'2 dy'2 •2x'y': 

,dT' _ 
ay. ~ 
d2r 

: - y 
ar 
ay 

, ar' 
ax' 

(2) 
a%'ay 

A suitable length scale for making the equation dimensionless is a, 
where (2a) is the width of the tube. In addition, define the following 
dimensionless quantities. 

•'/(via) 

: a 2 V ' 2 P r ; 

= a V 

Cpfi 

Re = 2a (v2')/i> 

In this study, two main heat transfer situations are considered. The 
first situation is for the four walls having the same temperature; this 
will be referred to as the uniform peripheral wall temperature case. 
The second situation is for at least two walls having different tem
peratures; this will be referred to as the nonuniform peripheral wall 
temperature case. The fully-developed temperature profile for the 
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uniform peripheral wall temperature case is a standard eigenvalue 
problem with the bulk temperature as an unknown, whereas for the 
nonuniform peripheral wall temperature case, a fully-developed 
temperature profile implies that the fluid temperature, T", is invariant 
with the axial position. As a consequence it is more convenient to di-
mensionalize the energy equations differently for the two heat transfer 
situations: 
For the uniform peripheral wall temperature case 

T = -
CZV - V) 

a Re Pr (dTb'/dz') 

where the bulk mean temperature is defined as 

n' 
ffvz'T'dx'dy' 

ff vz' dx' dy' 

For the nonuniform peripheral wall temperature case, 

„ Tu,/ - r 

T ' — T 
1 Wi J- W 

(3) 

(4) 

(5) 

where Tm' and Twj' are two different wall temperatures. 
Thermally developed flow for the nonuniform peripheral wall 

temperature case is a trivial case in the sense that fluid inside the tube 
gains no net energy (i.e., the heat gained through the hot walls equals 
the heat lost through the cold walls). However this is still an inter
esting case for a twisted tube because the secondary flow provides a 
convection mechanism, acting as a carrier of heat from a hot wall to 
a cold wall. Such a setup would be ideal in a multichannel configu
ration where different process fluids must be heated or cooled to 
different extent. The heat transfer across individual walls in a twisted 
tube will be shown to be significantly greater than a corresponding 
straight tube. 

The energy equation can be written in dimensionless form as 

Pr 
dT 

dx 

dT 

dy' H 

dT_ dT 

dx dy 
-A 

d2T d2T TT2
 9 d 2 T 

— - + + — \ y 2 

dx2 dy2 H2\ dx2 

„ d 2 T 
+ x*——-2xy-

d2T dT dT] 
•y-

dx 
(6) 

dy2 dxdy " dy 

where A is given by 

A = TuJ(ReTb) (7a) 

for uniform peripheral wall temperature, and by 

A = 0 (7b) 

for nonuniform peripheral wall temperature. 
The velocity vector v = \vx, vy, uz\ was obtained as outlined in [11]. 

Note that the energy equation has three parameters, viz. JRe, Pr, H}. 
In addition, imposing different temperature boundary conditions 
along the periphery gives rise to numerous possible cases to be 
studied. 

B o u n d a r y Condi t ions 
The domain of interest in the x and y directions are x e[—1,1] and 

y ([—1,1], respectively. If we take advantage of rotational symmetry 
conditions, then for certain temperature boundary conditions it is 
sufficient to consider a smaller domain. Four different cases of 
boundary conditions are identified in Fig. 1 together with the do
main over which the energy equation must be solved for each case. 
The rotational symmetry conditions for cases (1) and (3) are imposed 
as follows: 
Case (1) 

Case (3) 

T(x,y = 0) = T(x=0,y) 

T (0>x>-l,y = 0) = T(0^x*Zl,y = 0) 

(8) 

(9) 

M a c r o s c o p i c R e s u l t s 
The local Nusselt numbers are based on the temperature difference 

between the local wall temperature and the fluid bulk temperature, 

viz; 

Nu/(£) = 
[TUG)-Tb]\ ff2?j dn 

(10) 

where £ = x or y and n = y or x respectively, depending on the wall. 
The characteristic length used in defining Nusselt number is 2. In 
addition, an average Nusselt number for each wall is obtained by in
tegrating equation (10) as follows: 

/ 7T2 \ l / 2 
Nu/(£) (l + — ¥\ d£ 

N u , = ; 5— 1 ( H ) 
_ s 

J> H2 

2 \ l/2 

where the limits of integration depend on the domain over which the 
energy equation is solved. Equations (10) and (11) are applicable to 
both heat transfer situations discussed earlier. 

For the uniform wall temperature case, it is possible to define an 
overall Nusselt number, Nuo, based on the wall and bulk temperature 
difference and a characteristic length of la: 

Nu0 = AXHIAW Tb (12) 

. N o m e n c l a t u r e . 

Ax = dimensionless cross-sectional or flow 
area, (Ax'/a

2) 
Aw = dimensionless total heat transfer area, 

(Aw'/a2) _ _ 
Am = dimensionless wall area over which Nu; 

is evaluated, AWi'la
2 

a = half width of tube 
Cp = specific heat 
/* = friction factor based on straight tube 

area (see [11]). 
H = dimensionless length of tube over which 

the cross-section rotates through -K radians 
(H'la) 

k = thermal conductivity 
Nuo = overall Nusselt number 
(Nuo)abs = overall Nusselt number based on 

absolute wall Nusselt numbers (equation 
(14)) 

Nu^ = local Nusselt number 
Nu; = i = 1, 2, 3, 4 wall average Nusselt 

Pr 

number defined by equation (18). (aver
aged over only that portion of the wall for 
which the energy equation is solved) 

C p fi 
• Prandtl number, —-

k 

,».), 

Q = heat transfer rate 
Re = Reynolds number, 2a (vz')lv 
T = dimensionless temperature 
Tm (£) = dimensionless wall temperature at 

£> (£ = *> y) constant for a given wall 
v = dimensionless velocity vector \vx, vy 

v'liv/a) 
x = coordinate 
y = coordinate 
z = coordinate 
a = thermal diffusivity 
ix = viscosity, 
v = kinematic viscosity 

p = fluid density 
Ax = grid size in x direction 
Ay = grid size in y direction 

Subscripts 

b = bulk mean value (e.g., Tb) 
£ = local value (e.g., he) 
1 = quantity on wall 1 (x, —1) (e.g., Ti) 
2 = quantity on wall 2 (—1, y) (e.g., T2) 
3 = quantity on wall 3 (x, +1) (e.g., T3) 
4 = quantity on wall 4 (+1, y) (e.g., T4) 
(.),, = a quantity for a straight tube (e.f 

(Re)s) 
{.)t = a quantity for a twisted tube (e.f 

(Re) t) 

Superscr ipts 

= a quantity in a fixed coordinate, (e.j 
v) 

= dimensional quantity (e.g., T") 
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Table 1 N u s s e l t n u m b e r s for s t ra igh t square tubes , 
( F = 1000, Qz = - 1 0 , P r = 0.7) 

Tempera-
Case tureB.C. 
No. T1T2T3T4 Nu0 Nm Nu2 Nu3 Nu4 (Nu0)abs 

1 0 0 0 0 2.974 
2 1 1 0 0 — 
3 0 1 0 1 — 
4 0 0 0 1 — 

2.966 2.966 — 
5.286 5.285 -5.285 

-9.683 9.690 — 
-9.687 -0.884 -9.684 

— ' 2.966 
-5.284 5.285 
9.688 9.686 
6.752 6.752 

where Ax is the flow area and Aw is the total heat transfer area, de
fined by 

, 1 mv/2 H 2 fir / T2V/2y 
4.-M0.6(l+-) + _ / n | - + ( 1 + _ ) J 

(13) 

For the case of nonuniform peripheral wall temperature, Nuo is not 
meaningful. However, a new overall Nusselt number can defined as 

(JNUo)abs - ZT~ 
2- Awi 

(14) 

where (Nuo)abs is the absolute overall Nusselt number. It can be used 
to quantify the effectiveness of a twisted tube in receiving and 
transmitting heat to the neighbouring channels for the case of non
uniform peripheral wall temperature. AWi is the wall area over which 
Nu; is evaluated. 

For the uniform wall temperature case, the overall Nusselt number 
can also be obtained from the wall average Nusselt numbers using 

Nu0 = 

£ AWi Nu,-
1=1 

2 

i-1 

(15) 

Accuracy of the numerical solution can be assessed by comparing the 
overall Nusselt numbers from equation (12) and (15). 

For the nonuniform wall temperature case, the condition that the 
net flux is zero results in 

2 U/2 
•21 di, 

Th = 

/Nu,(J)T.({)[l+^] 

n I vr2 U/2 
(16) 

where the integration is around the periphery. The bulk temperature 
can also be calculated from 

SS VzTdxdy 

<u2> 
(17) 

Equations (16) and (17) provide a means of assessing the accuracy of 
the solution for the nonuniform wall temperature case. 

M e t h o d a n d Va l id i ty of N u m e r i c a l So lu t ion 
The energy equation (6) is discretized using second-order central 

difference approximations over a uniform grid size. For a particular 
set of parameters \H, Qz) the grid size is chosen to be the same as that 
used in solving the momentum equations. Since the grid size is kept 
the same as in the fluid flow solution, the total number of grid points 
in one or both directions must be doubled for those cases where the 
energy equation must be solved over a half or full domain. A relaxation 
type of iterative procedure is used to solve the discretized energy 
equation. A converged solution for lower Reynolds and Prandtl 
numbers is normally used as the initial guess for higher values for the 
parameters. The bulk mean temperature is evaluated using Simpson's 
rule. The temperature gradients at the wall are required to evaluate 
the local and average wall Nusselt numbers. The gradients are eval
uated using second-order forward and backward differences as well 
as through a spline fit. 

The limiting case of a straight square tube with uniform wall tem
perature was simulated by setting H = 1000. For this case the overall 
Nusselt number was 2.974 which compares well with the literature 

T a b l e 2 N u s s e l t n u m b e r var ia t ion w i t h pa
r a m e t e r s for uni form temperature boundary 
cond i t ion (case J) 

H 

1000 
20 
10 
5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 
2.5 

-y. 
10 
10 
10 
10 
10 
10 
10 

200 
1000 
2000 
3000 

Pr 

0.7 
0.7 
0.7 
0.7 
0.7 
5.0 

30.0 
0.7 
0.7 
0.7 
0.7 

Re 

2.81 
2.80 
2.77 
2.66 
2.51 
2.51 
2.51 

50.0 
243 
479 
709 

Nu0 

2.974 
2.958 
2.91 
2.75 
2.35 
2.35 
2.35 
2.34 
2.32 
2.31 
2.31 

Nui 

2.97 
2.95 
2.91 
2.75 
2.36 
2.37 
2.37 
2.31 
2.15 
2.05 
1.98 

Nu2 

2.97 
2.95 
2.90 
2.75 
2.35 
2.35 
2.34 
2.37 
2.47 
2.56 
2.65 

[I] value of 2.976. For this case a grid size of Ax = Ay = 1/14 was found 
to be adequate. But for all cases with H = 2.5 a grid size of Ax = Ay 
= 1/20 was required. 

The difference in the overall Nusselt numbers from equations (12) 
and (15) was less than 2 percent for all the cases presented here with 
the uniform wall boundary condition (i.e., case 1). For the nonuniform 
wall temperature cases the difference in the bulk temperatures from 
equations (16) and (17) was always less than 1 percent. 

D i s c u s s i o n of R e s u l t s 
In order to understand the effect of twist on heat transfer charac

teristics we need reference cases for each of the four boundary con
ditions when there is no twist (i.e., straight square tubes). The case 
of uniform wall temperature in straight square tubes has been studied 
by earlier workers [1]. For the three nonuniform wall temperatures 
cases a straight tube solution was simulated by setting H = 1000, Qz 

= —10 and Pr = 0.7. The various Nusselt numbers are presented in 
Table 1. These Nusselt numbers represent purely conductive heat 
transfer from a hot wall to a cold wall as there is no secondary flow at 
this limit. The average Nusselt number for each wall serves as refer
ence against which the convective effects of secondary flow can be 
compared. 

Effect of Parameters H, Re and Pr on Nusselt Number. 
Uniform Wall Temperature Case. For the case of uniform wall 

temperature the effect of twist rate (TT/H) on Nusselt numbers can 
be seen in Table 2. As H is decreased from 1000 to 2.5, the overall 
Nusselt number drops by about 20 percent from 2.974 to 2.35. This, 
however, does not reflect a 20 percent reduction in heat transfer rate 
for the twisted tube. A discussion on the enhancement aspects is de
ferred till the end. The immediate task is to understand the effect of 
parameters H, Re and Pr on the overall and wall average Nusselt 
numbers. The effect of Reynolds number and Prandtl number is 
shown in Table 2 for a constant H = 2.5. The overall Nusselt number 
does not change by more than 2 percent as the Reynolds number is 
increased from 2.51 to 709. This is not hard to understand once we 
realize that the overall Nusselt number reflects the energy convected 
in the axial direction. The Nusselt number depends on the tempera
ture profile which in turn depends most significantly on the axial 
velocity profile. The axial velocity profile for H = 2.5 was shown in 

[II] to be essentially parabolic in the inner core. Hence, as in recti-
linear flow, we should expect very little dependence on Nuo on 
Reynolds number or Prandtl number. The overall Nusselt number 
can be seen in Table 2 to be independent of Prandtl number as well. 
We should make no mistake about the importance of swirling motion 
at higher Reynolds numbers. The individual wall Nusselt numbers, 
which reflect the heat transfer across a particular surface, show a 
slightly stronger dependence on Reynolds number. It is the weak 
coupling between the axial flow and the swirling motion that is re
sponsible for the insensitivity of Nuo to the parameters Re and Pr. 
However, as the swirling motion itself is sensitive to Re, the wall 
Nusselt numbers Nui and Nu2 are sensitive to Reynolds number and 
Prandtl number. This characteristic is brought out more dramatically 
for non-uniform wall temperatures. 
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T a b l e 3 N u s s e l t n u m b e r s for tw i s t ed s q u a r e tubes (H = 2.5, Qz = - 1 0 , P r = 0.7) 

Case 
No. 

1 
2 
3 
4 

T i 

0 
1 
0 
0 

Tempera
ture B.C. 

T 2 

0 
1 
1 
0 

T 3 

0 
0 
0 
0 

T4 

0 
0 
1 
1 

Nu0 

2.353 
— 
— 
— 

N u i 

2.358 
11.42 

-21.53 
-21.85 

Nu2 

2.355 
11.06 
21.68 
-0.943 

Nu3 

_ 
-11.41 

— 
-21.13 

Nu4 

-11.05 
21.39 
14.68 

(Nuo)abB 

2.357 
11.24 
21.53 
14.65 

T a b l e 4 N u s s e l t n u m b e r var ia t ion w i t h pa 
r a m e t e r s for c a s e (3) b o u n d a r y cond i t ion (0, 1, 
0 , 1 ) , H = 2.5 

~Qz 

10 
10 
10 

200 
1000 
2000 
3000 

Pr 

0.7 
5.0 

30.0 
0.7 
0.7 
0.7 
0.7 

Re 

2.51 
2.51 
2.51 

50.0 
243 
479 
709 

Nui 

-21.53 
-21.84 
-23.45 
-22.55 
-24.72 
-26.28 
-27.49 

Nu2 

21.68 
22.67 
25.65 
24.06 
27.60 
29.73 
31.33 

Nu4 

21.39 
20.96 
21.28 
20.97 
22.06 
23.08 
23.92 

(Nuo)aba 

21.53 
21.83 
23.45 
22.53 
24.77 
26.34 
27.56 

Nonuniform Wall Temperature Cases. The Nusselt numbers 
for a twisted tube with H — 2.5 for the four different boundary con
ditions are presented in Table 3 for the case of Pr = 0.7 and Qz = —10. 
The corresponding Reynolds number is 2.51 and these cases can be 
taken to represent the creeping flow limit. The most interesting 
comparison between Tables 1 and 3 is the twofold increase in the 
average wall Nusselt numbers Nui to Nu4 for the cases (2-4). This 
clearly must be attributed to the swirling motion which is very ef
fective in receiving heat from a hot wall and transmitting it to a cold 
wall. Of the three nonuniform wall temperature cases presented in 
Table 3, case 3 is the most effective for multichannel heat exchanger 
applications. This case corresponds to alternate walls having the same 
temperature. The overall absolute Nusselt number, (Nuo)abs shows 
an increase of 122 percent over a straight tube for the same boundary 
conditions. 

A perspective drawing of the two-dimensional temperature profile 
is presented in Figs. (2a) to (2d) for the four cases considered in Table 
3. These provide an overall qualitative picture of the temperature field 
for the four types of boundary conditions. A common feature of Figs. 
2(a), 2(b), and 2(d), is the small temperature gradient near those 
corners which do not experience a discontinuity in the boundary 
condition. Figure 2(c), which shows a discontinuity at every corner, 
exhibits the sharpest gradients along the wall and this case shows the 
highest heat transfer rate. It is interesting to note that, even though 
the temperature profiles in Figs. 2(b) and 2(c) are very dissimilar, the 
bulk mean temperature of the fluid for both cases is identical, (T(, = 
0.5). But case (3) is much more effective in exchanging heat with the 
neighbouring channels. 

The Nusselt number variation with Reynolds and Prandtl numbers 
for case (3) boundary condition is presented in Table 4. The individual 
wall Nusselt numbers show a significant dependence on both Re and 
Pr. The temperature profile is also drastically altered as shown in Fig. 
3 for Re = 709 and Pr = 5. The temperature profile is flat in the inner 
core, but sharp gradients exist in the annular region. 

The local variation in Nusselt number along walls 1 and 2 is shown 
in Fig. 4 for case (3) boundary condition for three sets of parameters. 
The distribution is altered significantly as Reynolds number is in
creased from 2.51 (Qz = -10) to 243 (Q* = -1000) and even more 
drastically when Prandtl number is increased to 5. The apparent 
asymmetric distribution is best rationalized by following a fluid ele
ment along its swirling path. For a counter clockwise swirling motion 
then, starting at the point ( -1 ,1) and tracing the profile along wall 
2 and then along wall 1, we see that the maxima and minima occur at 
the same location along each wall. 

Heat Transfer Enhancement. For the case of uniform peripheral 
heat temperature, (case (1)), it was earlier pointed out that the effect 
of decreasing H (from H = <° to H = 2.5) is to decrease the. overall 
Nusselt number by about 20 percent. This does not reflect a 20 percent 

(a) Case 1 

(c) Case 3 (d) Case 4 

Fig. 2 Temperature profile for four boundary conditions (H = 2.5, Qz 
Pr = 0.7) 

= -10 , 

Fig. 3 Temperature profile for case 3 boundary condition (H = 2.5, Qz = 
-3000, Pr = 5.0) 

reduction in heat transfer rate. The increase in surface area due to 
twist must be accounted for. The two factors that affect the total heat 
transfer rate act in opposite sense as H is decreased. The net effect 
is perhaps best measured by comparing the heat transfer rates for a 
straight and twisted tube for the same driving force (i.e., temperature 
difference) and pumping power. The ratio of the two heat transfer 
rates is, 
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(Aa)t (Nu0)( 
(18) 

(Aw)a (Nu0)8 

This ratio turns out to be 0.966 for the case of H = 2.5, Pr = 0.7 and 
Qz = —10. Hence there is no enhancement in heat transfer to a fluid 
flowing inside a twisted tube. In fact there is a 4 percent reduction 
which can be attributed to lower throughput in a twisted tube. Al
though the swirling motion is important in a twisted tube, it does not 
contribute to a net increase in the thermal energy of the fluid flowing 
inside a twisted tube. Consequently, for uniform peripheral wall 
temperature, no heat enhancement can be obtained by using twisted 
tubes. However, the swirling motion is very effective in receiving and 
transmitting heat through individual walls, provided they are main
tained at different temperatures. Such a configuration will be most 
useful when several fluids at different temperatures have to be heated 
or cooled to different extent. This enhancement is achieved without 
adding to the pumping cost as will be shown next. 

The enhancement in heat transfer is often measured at constant 
pumping power. The Reynolds numbers in a straight square tube 
(reference case) and a twisted square tube are related, at constant 
pumping power by [10], 

(/W*Re3) t = (Ax/Re3)s (19) 

Using (/ Re)s = 14.23 and (Ax)t = (Ax)s equation (19) can be written 

as, 

(Re)s 
(/* Re) t\i/2 

14.23 
(Re)t (20) 

Since the factor in square brackets is always greater than unity (see 
[11]), the Reynolds number in a straight square tube is always greater 
than that in a twisted tube, at constant pumping power. However, as 
the Nusselt number for a straight tube is independent of (Re)s, the 
heat transfer enhancement given by equation (18) turns out to be that 
based on constant pumping power. Instead of overall Nusselt numbers 
Nuo, the wall average Nusselt numbers Nu,- could be used in equation 
(18) to assess the enhancement across each wall. Equation (18) then 
takes the form, 

Qt _ (Am)t (Nu,-)t 

Qs (A„,;),(N^)S ' 
1, 

A similar expression can be used for the overall absolute value, 
(Nuo)abs- The enhancement factors for a few typical values of Re and 
Pr are presented in Table 5 for case 3 boundary condition. Significant 
enhancement up to a factor of 7.09 occurs across the individual walls. 
Hence twisted square tubes will be most useful in a multichannel 
configuration. 

Finally the overall and wall average Nusselt number variation with 
Reynolds number is shown in Fig. 5 for case 3 boundary condition. 
Also shown are the limiting Nusselt numbers for a straight tube. The 
Nusselt numbers for walls 2 and 4 are averaged over only half of the 
wall length; hence the difference in their value. This difference be
comes more pronounced at higher Re and Pr. 

Concluding Remarks 
The objective has been to understand the effect of different pa

rameters (H, Re, Pr and different boundary conditions) on the Nusselt 
number, albeit no attempt is made to provide a vast compilation of 
data. The potential of a twisted square tube in multichannel heat 
exchange system has been demonstrated. The overall absolute Nusselt 

Table 5 Enhancement in Nusselt number for case (3) 
boundary condition (0, 1, 0, 1) at constant pumping 
power (H = 2.5) 

Pr 

0.7 
30 
0.7 
5.0 

Re 

2.51 
2.51 

709 
709 

-<— Enhancement (from equation (18)) 
Wa l l l 

2.72 
2.96 
3.47 
5.89 

Wall 2 

2.73 
3.23 
3.95 
7.09 

Wall 3 

2.72 
2.96 
3.47 
5.89 

Wall 4 

2.70 
2.68 
3.02 . 
4.76 

-* 
abs 

2.72 
2.96 
3.48 
5.90 

numbers can serve as a measure of effectiveness of twisted tubes for 
multichannel application, however, individual wall average Nusselt 
numbers are needed for design purposes. 
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A Numerical Study of Natural 
Confection in a Horizontal Porous 
Layer Subjected to an End-to-End 
Temperature Difference1 

A numerical study of steady, natural convection in a fluid-saturated, horizontal, porous 
layer subjected to an end-to-end temperature difference is reported. The analysis is per
formed using a finite element computer program based on the Galerkin form of the finite 
element method. Heat transfer rates are predicted for aspect ratios ranging from 0.1 to 
0.5 and Rayleigh numbers in the range 25 to 200. Representative plots of temperature and 
velocity fields are presented. Comparisons are made with an approximate analytical solu
tion and regions of validity are identified for the analytical solution. 

Introduction 
In a previous paper, Burns, et al. [1] presented results of a numerical 

study of natural convection in a vertical slot filled with a porous in
sulation. Their study was concerned with aspect ratios (height/width) 
in the range 0.5 to 50 and Rayleigh numbers of 50 and 100, based on 
slot width. The calculated overall heat transfer rates were compared 
with those obtained numerically by Bankvall [2]. Both of these prior 
studies utilized finite difference schemes for the numerical solution 
of the differential equations of natural convective flow in a porous 
medium. 

More recently, Bejan and Tien [3] developed an approximate an
alytical method for the study of natural convection in a porous layer 
of small aspect ratio subjected to an end-to-end temperature differ
ence. No appropriate numerical or experimental results are available 
with which to compare the results of this analysis. A comparison was 
made with the numerical results mentioned previously for an aspect 
ratio of 0.5. However, this value is somewhat larger than is appropriate 
for a comparison with the analytical method, and it was suggested by 
Bejan and Tien that the accuracy of the numerical results was ques
tionable due to the coarse grid employed for low aspect ratios. 

In the present study, numerical solutions are presented for the 
problem originally considered by Bejan and Tien for aspect ratios in 
the range 0.1 to 0.5 and Rayleigh numbers, based on layer height, 
ranging from 25 to 200, a range for which numerical or experimental 
results are not currently available. The differential equations which 
describe the natural convection process are formulated in a standard 
manner assuming the validity of Darcy's law and the Boussinesq 
approximation. The numerical solution technique differs, however, 
from those identified previously in that the Galerkin form of the finite 
element method is used to obtain solutions to the basic equations. 
Numerical results are compared with the heat transfer rates calculated 
previously by Burns, et al. and Bankvall as well as with the approxi
mate analytical results of Bejan and Tien. 

The Planar, Horizontal, Porous Layer 
The basic two-dimensional, planar configuration which is to be 

studied is illustrated in Fig. 1. The height of the layer is denoted by 
H and the width by L. For future reference, we note here that the 
aspect ratio (height/width) is denoted by H/L. All boundaries of the 
rectangular region are impermeable. Both horizontal boundaries are 
adiabatic and the vertical boundaries are held at constant tempera

tures To and Ti. For definiteness, we assume that To > Ti. The rec
tangular region is filled with a rigid, fluid-saturated, porous medium. 
Gravity acts in the negative .^-direction. We wish to determine the 
steady-state natural convective flow pattern and temperature dis
tribution which are established in the porous layer. In addition, we 
shall also calculate the net rate of thermal energy transport across the 
layer. 

Mathematical Formulation 
In this section, we identify a mathematical model which is appro

priate for the description of steady, two-dimensional, free convection 
in a fluid-saturation porous medium and which forms the basis for 
the numerical study to be described subsequently. The porous matrix 
is assumed to be rigid and the fluid incompressible, with density 
changes occurring only as a result of changes in the temperature ac
cording to 

p = poll - /3(T - To)], (1) 
where p is the fluid density, T is the temperature, /8 is the coefficient 
of thermal expansion, and the subscripts refer to reference conditions. 
In accordance with the Boussinesq approximation, the effects of fluid 
density changes are accounted for in the buoyancy term of the equa
tions of motion and are neglected elsewhere. All other fluid and solid 
properties are assumed constant. It is also assumed that the fluid and 
matrix are in thermal equilibrium and that the fluid motion can be 
adequately described by Darcy's law. The equations of continuity, 
motion, and thermal transport can then be expressed, respectively, 

k 

p 

^ - = 0, 
dxi 

dP' dz 
— -Pogf}(T-T0)--
OXi OX; 

oT o ldT\ 
Poc J. — = Ke — — 1 

dxi oxi \dxij 

(2) 

(3) 

(4) 

1 This work was supported by the U.S. Department of Energy under contract 
DE-AC04-76DP00789. 

2 A U.S. Department of Energy facility. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 
16, 1980 

where the indices i a n d ; take on the values (1,2) and summation is 
implied by repeated indices. The pressure term P' represents the 
quantity (P + pogz) where P is the pore volume averaged pressure. 
The bulk volume average Darcy velocity component associated with 
the xi coordinate direction is denoted by u,-. The symbols k, Ke, c, p., 
and g are, respectively, permeability, effective thermal conductivity, 
specific heat, viscosity, and acceleration of gravity. The elevation z 
is measured vertically upward. The effective thermal conductivity 
can be related to the fluid and solid matrix properties by the assumed 
relation 
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: 4>K + ( 1 - 4>)K8, (5) 

where <f> is the porosity and the subscript s refers to solid matrix 
properties. 

Rather than solving equations (2-4) directly, the numerical method 
to be considered subsequently utilizes the scalar equation for pres-

d ldP'\ _ dT dz 

dx; \dxij dx: dxi 
(6) 

obtained by combining equations (2) and (3). Elimination of the ve
locity Vi from equation (4) through use of equation (3) provides an 
equation which can be solved simultaneously with equation (6) for 
the pressure P' and temperature T, Darcy's law, equation (3), can then 
be used to obtain the velocity field. 

In order to complete the mathematical description, appropriate 
boundary conditions must be specified for the specific problem under 
consideration. Since all boundaries of the porous layer are imper
meable, the velocity component normal to a boundary must vanish 
on the boundary. This condition is expressed by 

; 0 on Fy and TH, (7) 

where n; is the unit outward normal to the boundary, the velocity u; 
is given by equation (3), and Ty, TH denote the vertical and horizontal 
boundaries, respectively. The horizontal boundaries are insulated; 
hence, the condition of zero heat flux normal to the boundary is im
posed, 

— m = 0 on TH. (8) 

dxi 

The temperatures on the vertical boundaries are given by 

T(0, X2) = T0, 

T(L, X2) = Tlt 

as indicated in Fig. 1. 

(9) 

A p p r o x i m a t e A n a l y t i c a l S o l u t i o n 
Bejan and Tien [3] obtained an approximate analytical solution to 

the problem under consideration by assuming the natural convection 
pattern to consist of a core region situated in the middle of the porous 
layer plus two end regions in which the flow adjusts to the imposed 
boundary conditions. Under the further assumption that H/h « 1, 
the streamlines are essentially parallel to the horizontal boundaries 
in the core region. Thus, by setting v2 = 0 and allowing all thermo-
physical properties to be constant in equations (2) through (4), the 
resulting steady-state velocity and temperature distributions in the 
core region are 

(10) 

T-Tr 

^ R a K ^ - i ) 
a \H 2/ 

= Ki F — ^ 1 + K2 + RaKi2 m -im (11) 

where K\ and K2 must be determined from conditions in the end re
gions. The parameter a is the effective thermal diffusivity (Ke/poc) 
and Ra is the Rayleigh number 

H 

ADIABATIC, IMPERMEABLE 

POROUS MEDIUM 

9 

T -T , 

i > 11 > > 111 > / / n i //// > n > — » -
0 L X. 

Fig. 1 The planar, horizontal, porous layer 
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Fig. 2 Comparison of numerically predicted values of the Nusselt number 
with approximate analytical results of Bejan and Tien [3]. Symbols are nu
merical results. 

R a : 
PogPHk (Tp - Ti) 

an 
(12) 

By using assumed forms for the temperature and velocity distribu
tions, Bejan and Tien developed integral solutions for the end regions 
and upon matching these solutions to the core region, deduced the 
following expressions from which K\ and K2 can be determined: 

60 
Ki H, 

1 + — (RaXi)2 

30 

1/2 
(RaKt)2, (13) 

*24Kife-f-^H (i4) 

^Nomenclature-
c = specific heat 
g = acceleration of gravity 

H = layer height 

h = mesh parameter 
Ki, K2 = functions in analytic solution 

k = permeability 

L = layer width 
Nu = Nusselt number 
m = outward normal to boundary 
P = pore volume average pressure 
P' = effective pressure (P + Pogz) 

Q = heat transfer rate per unit thickness 
Ra = Rayleigh number 
T = temperature 
vi = bulk volume average velocity compo

nents 
xi = spatial coordinates 
2 = elevation 
a = effective thermal diffusivity (/<e/poc) 
/3 = thermal expansion coefficient 
F = boundary coordinate 
Ke = effective thermal conductivity 
p. = viscosity 

p = density 
4> = porosity 
\p = stream function 

Subscripts 

e = effective 
i = coordinate direction 
s = solid 
V, H = vertical, horizontal 
0 = reference condition or hot boundary 
1 = cool boundary 
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The Nusselt number for the layer is thus given approximately by 

where Q is the heat transfer rate per unit thickness for the layer. The 
analytical results outlined in this section will be used later for com
parison with the numerical results. 

Computa t iona l A p p r o a c h 
Numerical solutions to equations (3, 4), and (6) were obtained 

through use of the finite element computer program, MARIAH [4, 
5] which is based on the Galerkin form of the finite element method. 
The program structure parallels those of previous finite element 
computer programs developed by Gartling [6, 7] and thus shares many 
of the conventions and capabilities of these programs. The application 
of the Galerkin form of the finite element method has received com
prehensive treatment in previous publications [8, 9] and will not be 
considered in detail here. Complete details concerning the con
struction and capabilities of the program are available in references 
[4] and [5]. 

The computer program MARIAH is, in general, capable of treating 
a rather broad class of transient or steady-state problems in arbitrarily 
shaped, two-dimensional, porous regions. In the present study, we 
have considered only steady, natural convective flow in a rectangular 
porous region. Hence, our discussion will be limited to a brief de
scription of the specific numerical approach utilized for the solution 
of the problem at hand. 

Implementation of the finite element method is accomplished by 
first dividing the region of interest into a number of simply shaped 
sub-regions called finite elements. Then, within each element, a set 
of nodal points is established at which the dependent variables uj, P', 
T are evaluated. The dependent variables are represented within an 
element by suitably chosen approximating (basis) functions. In the 
particular method utilized in the present study, the pressure and 
temperature were approximated using quadratic basis functions and 
the velocity components were taken to be linear within each element. 
Application of this procedure to equations (3, 4), and (6) ultimately 
results in a system of coupled, nonlinear, algebraic equations for the 
nodal point unknowns u,-, P', T. A numerical procedure based on Pi-
card iteration was used to obtain converged solutions for the 
steady-state problem considered in the present work. The actual so
lution of the system of algebraic equations was accomplished by a 
frontal elimination procedure which is a special variant of Gaussian 
elimination. 

For purposes of analysis, the planar, horizontal, porous layer de
scribed in a previous section was discretized using a 20 X 20 mesh of 
quadrilateral elements. A uniform mesh spacing was used in the 
vertical direction. The spacing was graded in the horizontal direction 
in order to provide increased resolution near the vertical boundaries 
(see Fig. 8). The same number of elements and horizontal spacing was 
used for all aspect ratios considered. The number of elements used 
in the analysis was significantly larger than that required for ac
ceptable accuracy. Justification of this assertion is presented in the 
following section. 

The natural convective flow in the porous layer under consideration 
is uniquely characterized by the specification of the Rayleigh number 
Ra and the aspect ratio (H/L). For the numerical studies described 
in the following section, we have considered aspect ratios in the range 
0.1 to 0.5 and Rayleigh numbers from 25 to 200. The upper limit for 
the aspect ratio corresponds to the lowest value considered by Burns, 
et al. Hence, our studies extend those of previous workers. The Ray
leigh numbers considered cover the range of values regarded as typical 
of insulation systems. As will be shown subsequently, analytical results 
are available which provide adequate descriptions of the thermal and 
flow fields for aspect ratios and Rayleigh numbers less than the 
smallest values considered in our studies. We have thus attempted 
to study situations which lie between those adequately described by 
analytical means and those which have previously been treated nu
merically. 

Fig. 3 Isotherms for an aspect ration of 0.3. (Isotherms are equally spaced 
between nondimensional values of 1 on the left boundary and 0 on the right 
boundary. From top to bottom, the corresponding Rayleigh numbers are 25, 
50, 100, and 200.) 

Fig. 4 Streamlines for an aspect ratio of 0.3. (Streamlines are equally spaced 
between nondimensional values for the sireamfunction, i/Va, of 0 on the 
boundary and maximum values of 0.857,1.560, 4.969 and 5.010 as read from 
top to bottom. The small crosses are locations of the maximum values. From 
top to bottom, the corresponding Rayleigh numbers are 25, 50, 100, and 
200.) 
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T a b l e I Compar i son of c a l c u l a t e d N u s s e l t n u m b e r 
w i t h n u m e r i c a l r e s u l t s of B u r n s , Chow, and T i e n [1] 

(B,C,T) and B a n k v a l l [2] (B) and a p p r o x i m a t e 
a n a l y t i c a l resu l t s of B e j a n and T i e n [3] (B,T) for an 

a s p e c t ra t io of 0.5 

Rayleigh 
Number 

Ra 

25 
50 

Nu 

1.410 
2.155 

Nusselt Number 
(NU)B ,C,T (NU)B 

1.54 1.43 
2.81 2.30 

(NU) B ,T 

1.253 
1.765 

T a b l e 2 

Rayleigh 
Number 

Ra 

25 
50 

100 
200 

C a l c u l a t e d v a l u e s for the N u s s e l t number , 
N u 

0.1 

1.046 
1.182 
1.690 
3.439 

Aspect Ratio, H/L 
0.2 

1.151 
1.543 
2.770 
6.117 

0.3 

1.264 
1.835 
3.454 
7.167 

0.4 0.5 

1.353 1.410 
2.057 2.155 
3.750 3.810 
7.290 7.046 

N u m e r i c a l R e s u l t s 
Comparison with Previous Work. We are not aware of any 

experimental results for the configuration of Fig. 1. Numerical results 
for the Nusselt number have been obtained by Burns, et al. [1] and 
by Bankvall [2]. However, these authors were primarily interested 
in large aspect ratios and considered only aspect ratios in the range 
0.5 to 50 for Rayleigh numbers of 25 and 50. The largest aspect ratio 
which we have considered is 0.5. In Table 1, our results for the Nusselt 
number are compared with those of the previously mentioned authors 
as well as with the approximate analytical results of Bejan and Tien 
[3] as given by equation (15). 

From Table 1, it is apparent that our results compare favorably with 
those of Bankvall. There is less agreement with the results reported 
by Burns, Chow, and Tien. However, it was conjectured by Bejan and 
Tien that the accuracy of these latter results was questionable because 
of the coarse grid employed for small aspect ratios. 

The approximate analytical results of Bejan and Tien are included 
in Table 1 in order to correct a comparison which they reported in 
their previous study. Bejan and Tien reported Nusselt numbers of 
1.77 and 2.80 for Rayleigh numbers of 50 and 100, respectively. These 
results were then compared directly with the values reported by 
Burns, et al. and Bankvall. However, both the Nusselt and Rayleigh 
numbers defined by Bejan and Tien should have been multiplied by 
the factor (L/H) in order to correspond to the definitions used by the 
previous authors. In Table 1, we have compared all results on a com
mon basis. The comparison presented by Bejan and Tien led them 
to conclude that the analytical solution corresponded more closely 
to the numerical solutions as the Rayleigh number increased. We have 
observed the opposite trend. 

Heat Transfer Rate. Numerical results obtained for the heat 
transfer rate between the ends of the horizontal layer are tabulated 
in Table 2 in terms of the Nusselt number (defined by equation (15)) 
for Rayleigh numbers in the range 25 to 200 and aspect ratios ranging 
from 0.1 to 0.5. These same results, along with the analytical solution 
given by equation (15), are plotted in Fig. 2 in order to allow a com
parison of the two solutions. 

From a consideration of Fig. 2, it is apparent that the agreement 
between the numerical and analytical results improves as the Rayleigh 
number and aspect ratio are reduced. This behavior is not surprising 
since the analytical results were derived under the assumption of small 
aspect ratio, H/L « 1. Also, as the Rayleigh number is decreased, heat 
transfer by conduction becomes relatively more important than that 
due to convection, and the Nusselt number approaches unity. Hence, 

1.0 

*2'H 

0 

1 

a/ 

a / 

Ra 25 

f r 
I /. 

/ Ra • 200 

- EON. ( 13 I 

. 

-
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Fig. 5 Comparison of numerical and analytical predictions for temperature 
distribution on the vertical mid-plane. (Aspect ratio is 0.3. Symbols are nu
merical results.) 
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-

Fig. 6 Comparison of numerical and analytical predictions for horizontal 
velocity distribution on the vertical mid-plane. (Aspect ratio is 0.3. Symbols 
are numerical results.) 

i V . Ra • 25 

EQN. ( 13 I 

Fig. 7 Comparison of numerical and analytical predictions for temperature 
distribution on horizontal mid-plane. (Aspect ratio is 0.3. Symbols are nu
merical results.) 

we expect agreement between the analytical and numerical results 
for small Rayleigh number or small aspect ratio. Figure 2 can be used 
to identify those situations for which the analytical result is appro
priate, depending on the accuracy required. It is also apparent from 
Fig. 2 that, for a Rayleigh number of 200, the heat transfer rate attains 
a maximum value for an aspect ratio less than 0.5. The other cases 
considered apparently attain maxima for larger aspect ratios. This 
latter observation is consistent with the results of Burns, et al. for 
Rayleigh numbers of 25 and 50. 
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Temperature and Velocity Distributions. Representative 
isotherms and streamlines, as calculated for an aspect ratio of 0.3, are 
presented in Figs. 3 and 4 for all four Rayleigh numbers considered 
in the study. The isotherms plotted in Fig. 3 are equally spaced be
tween nondimensional values at the ends of the layer of 0 and 1, where 
the nondimensional temperature is given by (T - Ti)/(To — Tj). In 
Fig. 4, the streamlines are equally spaced between a value of zero for 
the nondimensional stream function on the boundary of the layer and 
the maximum value quoted on the figure, where the stream function 
is rendered nondimensional by division by the effective thermal dif-
fusivity a. 

The small crosses in Fig. 4 indicate the location of the maximum 
value of the stream function. For Rayleigh numbers of 50, 100, and 
200, the central portion of the flow field is observed to contain two 
recirculating regions. Since the streamlines are equally spaced in the 
figure, closed streamlines are plotted only for a Rayleigh number of 
200. The formation of recirculating regions was also observed for the 
other aspect ratios treated in the study. 

In Figs. 5-7, calculated and analytically predicted temperature and 
velocity distributions are compared for an aspect ratio of 0.3 and 
Rayleigh numbers of 25 and 200. In Fig. 5, we compare the calculated 
temperature distribution on a vertical plane midway between the ends 
of the layer with the distribution predicted by the analytical solution 
given by equation (11). Similarly, velocity distributions calculated 
for the vertical mid-plane are compared with the analytical result, 
given by equation (10), in Fig. 6. The temperature distribution cal
culated for the horizontal mid-plane is plotted in Fig. 7 and the ana
lytical result is included for comparison in the central portion of the 
layer. It was observed, from the numerical results, that the horizontal 
thermal gradient midway between the ends of the layer remains rel
atively constant over the vertical mid-plane. 

From Figs. 5-7, it is apparent that the calculated results are pre
dicted reasonably well by the analytical solutions. It is interesting to 
note, however, that the relatively small differences which exist be
tween the calculated and analytically predicted temperature and 
velocity distributions can result in rather large differences in the 
overall heat transfer rates. This result becomes more apparent when 
one considers that it is the integral of the product of the velocity and 
temperature distributions which comprise the convective thermal 
transport for the layer. We have verified the result by performing an 
approximate integration using the computed distributions. 

Porous Layer with an Open End. When one end of a horizontal, 
porous, layer opens into a constant temperature reservoir, a question 
arises as to the correct form for the inflow or outflow condition which 
must be applied. In their analytical solution to the open end case, 
Bejan and Tien assumed that the flow was parallel and symmetric 
about the horizontal mid-plane at the open end of the layer. Nu
merically, this is a difficult situation to attain, since a specific pressure 
distribution at the open end is required in order to produce a specified 
velocity distribution. 

The condition of parallel flow at an open end can be attained by 
requiring the pressure distribution to be hydrostatic. This specifi
cation is arbitrary to within a constant. If a symmetrical hydrostatic 
pressure distribution is imposed, the resulting flow at an open end 
will not necessarily be symmetric; a result which we have verified 
numerically. In fact, in some situations, fluid from the reservoir will 
not penetrate the full length of the horizontal layer. Hence, a rather 
special choice for the pressure distribution is required if the flow is 
to be symmetric at an open end. Since, in reality, the pressure dis
tribution at an open end is controlled by conditions in the reservoir, 
it is arbitrary to specify a particular velocity distribution for an open 
end. As a result of the above considerations, we have included no 
numerical results for porous layers with open ends. 

Comments on the Numerical Approach and Results. We have 
taken all normal precautions to insure that the accuracies associated 
with the numerical method utilized and results obtained are within 
the range of values typically associated with numerical studies of 
natural convective flow in porous media. For example, finite element 
approximations of typical elliptic equations of second order with bi
quadratic interpolation functions are known to exhibit convergence 

Fig. 8 Computed streamlines for 20 X 20 and 10 X 10 meshes. (One-half 
the flow field is displayed above the mesh used in the analysis. Identical values 
for the stream function are plotted for each mesh.) 

rates of 0(/i3) where h is a mesh parameter. Detailed discussions of 
error estimates are contained in the book by Strang and Fix [10]. An 
advantage of the finite element method is that, unlike difference 
methods, special considerations are not required to maintain the local 
accuracy at nodes where boundary conditions are imposed. 

As stated previously, a method based on Picard iteration was used 
to obtain converged solutions to the steady-state problems treated 
in this paper. The solution was assumed to have been adequately 
converged when the maximum difference between successive iterates 
of the temperature was less than a prescribed tolerance for all nodal 
points. The number of iterations required varied with the problem 
parameters, but was typically in the range from 10 to 20. For the re
sults quoted, tolerances attained varied from 10~2 for a Rayleigh 
number of 200 with an aspect ratio of 0.5 to 10~12 for a Rayleigh 
number of 25 with an aspect ratio of 0.1. In addition, the computed 
results were studied carefully in order to ascertain that overall con
servation of energy requirements were met. Finally, we note that the 
numerical predictions of Nusselt number compare favorably with an 
analytical solution for small Rayleigh numbers and aspect ratios and 
with previous numerical results for Rayleigh numbers of 25 and 50 
with an aspect ratio of 0.5. 

The number of elements used in the simulations was considerably 
larger than that required for acceptable accuracy. As mentioned 
previously, all calculations were performed using a 20 X 20 element 
mesh that was graded in the horizontal direction to provide increased 
resolution near the vertical boundaries. In order to assess the effects 
of mesh spacing on the solutions, a numerical simulation for a Ray
leigh number of 200 and aspect ratio of 0.5 was performed on a rela
tively coarse 10 X 10 element mesh. The relative horizontal grading 
of the mesh was the same as that used with the 20 X 20 mesh. That 
is, elements on the vertical boundary were one-fifth as wide as ele
ments at the center of the layer. The Rayleigh number (200) and as
pect ratio (0.5) selected for the comparison were chosen because this 
combination of parameters produced a strong convective flow and 
exhibited the slowest convergence to steady-state. The overall Nusselt 
number predicted using the 10 X 10 mesh spacing was 0.3 percent 
lower than the value predicted with the 20 X 20 mesh spacing. In Fig. 
8 we have compared plots of the streamlines predicted with each mesh. 
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Identical numerical values for the stream function are plotted on each 
mesh. Except for some apparent inaccuracy in plotting associated with 
the coarse grid, the flow fields are virtually identical. No distin
guishable differences were evident in plots of the isotherms, hence 
these plots are not included for comparison. This latter result is ex
pected since the overall Nusselt number is essentially unaffected by 
the mesh refinement. 

Typical computing times on a CDC7600 computer ranged from 320 
s for a Rayleigh number of 25 with an aspect ratio of 0.1 to 750 s for 
a Rayleigh number of 200 with an aspect ratio of 0.5. 

Concluding Remarks 
We have used a computer program based on the Galerkin form of 

the finite element method to perform a numerical study of steady, 
natural convective, flow in a horizontal porous layer subjected to an 
end-to-end temperature difference. Numerical predictions of the heat 
transfer rate were obtained for aspect ratios and Rayleigh numbers 
not previously considered by numerical or experimental methods. 
Representative temperature and velocity distributions were presented 
for an aspect ratio of 0.3. 

We have compared our results to previously published numerical 
results for an aspect ratio of 0.5 and Rayleigh numbers of 25 and 50. 
Our results were also compared to a previously published approximate 
analytical solution and regions of validity for the analytical results 
were delineated. 

The results presented in this paper provide information useful for 

the analysis of insulating layers. It is also possible that these results 
may prove useful in geothermal applications. 
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Natural Convective Boundary-Layer 
on Two-Dimensional and Axisym-
metric Surfaces in High-Pr Fluids 
or in Fluid-Saturated Porous Media1 

In natural convective boundary layers on inclined surfaces, the surface-normal compo
nent of the buoyancy force induces a pressure gradient across the boundary layer. For the 
class of flows in which inertial effects are unimportant (including flows at high Prandtl 
number as well as flow through fluid-saturated porous media), a local nonsimilarity anal
ysis indicates that the effects of the surface-normal pressure gradient on the temperature 
profile can be characterized by a single local configuration-parameter which depends on 
the local geometry and on the Rayleigh Number. Under Mangler's transformation the re
ported computational results become applicable to axisymmetric as well as two-dimen
sional geometries of arbitrary contour. In contrast to the single-parameter dependence 
of the temperature profiles, the velocity profiles depend upon two local geometric param
eters, as illustrated for the example of an inclined flat plate. 

I n t r o d u c t i o n 
The natural-convective boundary layer on an isothermal surface 

has been studied extensively in a great variety of applications, in
cluding internal as well as external flows at high Rayleigh number. 
Most analyses address the prototypic case of a vertical plate, with the 
tacit understanding that an inclined plate is essentially the same 
(provided that the effective buoyancy force includes only that com
ponent which lies parallel to the surface) and that a curved surface 
is also essentially the same (in a local sense, at least). Unfortunately, 
the effects of surface inclination and of surface curvature are much 
more complex than this, as demonstrated in some previous analytical 
and numerical studies. 

1 Surface inclination results in a pressure gradient across the 
boundary layer (induced by the surface-normal component of the 
buoyancy force) as investigated by Hasan and Eichhorn [1] for the 
particular case of an inclined plate. 

2 Surface curvature requires that the boundary layer must con
tinually adjust to the changing strength of the surface-parallel com
ponent of the buoyancy force, as investigated for general surfaces by 
Saville and Churchill [2] and by Lin and Chao [3]. 

There are no previous studies which address the combined effects 
of both inclination and curvature; nor are there any studies which 
address either inclination or curvature for natural convective 
boundary layers in fluid-saturated porous media [4]. 

The combined effects of surface inclination and surface curvature 
are investigated for natural convective boundary layers in which in
ertial effects are unimportant, as is true in both of the following 
general classes: fluid flow at high Prandtl number, where the inner 
shear-and-buoyancy region becomes uncoupled from the outer 
shear-and-inertia region [5] (generally, asymptotic results for Pr —• 
°° give reasonably good heat flux estimates for Pr as low as 7); fluid 
flow in porous media [4], where the Reynolds number is nearly always 
sufficiently small to justify the use of Darcy's Law. 

In the absence of inertia, the boundary layer adjusts instanta
neously to the changing local conditions, and the effects of curvature 
can be accounted for by a coordinate transformation, originally stated 
by Acrivos [6] for high-Pr flows and here adapted to porous flows. 
Moreover, it is found that, under these same transformations, the 
effect of surface inclination (i.e., normal pressure gradient) on the 

temperature profile is characterized by a single configuration-pa
rameter which depends on the Rayleigh Number and on local geo
metric conditions. Under Mangler's transformation, these results are 
further generalized to include thin boundary layers on bodies of 
revolution. 

Flow at High Prandtl Number 
The transport equations for a steady natural convective boundary 

layer on an arbitrary two-dimensional surface of moderate curvature 
are as follows [1] 

ZPu 

dyd 
cos 

dT 
y 

&y 
dl 

u — 
dx 

du du 
— + — = 
dx dy 

- Rgfi sin 

dT 
+ v— = 

*y 

= 0 

dT 
7 — = 

dx 
d2T 

< * ^ > 
dy2 

d2u 
u 

dxdy 
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7"T (2) 
d2u 

+ V n 
dy2 

(3) 
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where all properties are presumed to be constant except for the 
Boussinesq treatment of the density variations due to thermal ex
pansion. The x -coordinate is everywhere tangent to the surface and 
points in the direction of flow; 7 is the local inclination angle between 
the primary flow direction (x -direction) and the gravitational vector; 
y is everywhere normal to the surface and points from the surface into 
the fluid. The normal component of the buoyancy force (g sin 7) 
causes a pressure variation across the boundary layer, and this has 
been incorporated into the momentum equation (2) by cross differ
entiation of the x -momentum and y -momentum equations followed 
by an elimination of the mixed derivative of the pressure as explained 
in [1]. There are two distinct cases to be considered: R is +1 when the 
y-component of buoyancy tends to carry the fluid away from the 
surface (as on the top side of a hot surface); and R is - 1 when the y -
buoyancy is directed toward the surface (as on the down side of a hot 
surface). 

The quasi-similarity form of the partial differential equations is 
derived by the introduction of a normalized stream function f (u = 
\jjy and v = —ipx) and a dimensionless temperature 0 which are each 
functions of the independent variables £(%) and i)(x,y) 

f-
1 * 6 

T-Tw ij = d y 
AvC2a(x)' ' T„-Tw' '' ~ * b(x) 

The arbitrary constants are chosen as in [2] to be 

(4) 
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\ 4v2 / Pr 
(5) 

except that the dependence on Prandtl Number has been introduced 
in the manner suggested by Kuiken [5] and as also given in equations 
(23) of [1], The scaling functions a(x), b(x), and £(%) which appear 
in the transformation must then satisfy the following system or or
dinary differential equations, sometimes called similarity equations 
[7], (in which ( )x = d( )/dx) 

• bax = 1; a/b3 cos 7 
£x = - - Ox 

a 
(6) 

3 COS70 

in order that the partial differential equations can take the following, 
rather simple, form in which ( )' = d( )IZ>t] and ( ){ = d( )/d£, 

V6' - r fc 
bx Pr 

/"" + 8' + A 
l ox ) rr 

8" + 3(/ - £/£)0' = -3£/ '0j 

subject to the boundary conditions 

/ = /•' = 0 and' 9 = 1 at TJ = 0 

/ " = / '" = o and 8 = 0 as ti — 

{inertial terms] —>- 0 (7) 

(8) 

(9) 

(10) 

The local configuration parameter A, which appears in (7), is a 
function of £ (or, alternatively, of x) alone. 

. _ r,tan y,. 
A = R fov 

Ci 

(11) 

This system comprises the zeroth-order inner problem [5] in the limit 
as Pr —• <=, and accordingly the inertial terms are dropped from the 
momentum equation. Physically, when Pr becomes large, the thermal 
boundary layer (or inner region) becomes much narrower than the 
viscous boundary layer (or outer region), and the velocity reaches its 
maximum value at the inner edge of the inner region. The boundary 
conditions (10) are formally justified by the zeroth-order matching 
principle (equation (41) of [5]) which enforces agreement between the 
outer expansion of the inner solution and the inner expansion of the 
outer solution. 

The local nonsimilarity method, as explained in [1, 8], accounts for 
the departure from local similarity through a sequence of successive 
approximations. The transformed equations (7,8) are retained exactly 
as stated, even including the nonsimilar terms, /{ and 8%. An additional 
pair of auxiliary equations, for /{ and 8(, are then generated by dif
ferentiating the system (7, 8) with respect to £, and so on to higher 
order derivatives. The experience of others [1, 8, 9] has shown that 
it is generally sufficient to retain only /{and 0{ and, hence, neglect the 
higher order corrections, f((and 0j{, which would appear in the aux
iliary equations. Thus, by a single differentiation and the exclusion 
of second order ^-derivatives, there results the following auxiliary 
equations for g = ft and $ = 8( 

g"" + Af7j0' = | * and $ £ terms) = 0 (12) 

$ " + 3 ( / * ' + / ' * ) + 3£(g'$ - £* ' ) = 0, (13) 

subject to the boundary conditions 

g = g' = 0 and $ = 0 at 77 = 0 

git - g,„ _ Q a n ( j $ _ 0 a s ^ _„ „, 

(14) 

(15) 

$ satisfies a homogeneous equation with homogeneous boundary 
conditions and must, therefore, vanish identically. 

The temperature profile and the local heat flux can now be deter
mined from the following reduced system of ordinary differential 
equations which evolve directly from (7,8,12) under the introduction 
of an effective stream function F which satisfies the same boundary 
conditions as / (compare with (17, 18) in [1]). Here ( )' = d( )ldr). 

^ = ( / - f e ) / ( i + |X|)1/B; i) = 7,(i + | X | ) ^ ( 1 6 ) 

F " " + 0 ' [ ( 1 + | X | ) - 4 / 5 + T ) X / ( 1 + |X|)] = 0 (17) 

8" + 3F8' = 0 . (18) 

Thus, the only parameter which appears in the thermal problem (17, 
18) is a local geometric configuration parameter, X. 

X s A - £A£ = A + • (19) 

The scaling of F and ?}, as stated in (16) above, insures that the solution 
becomes independent of X both as X —• 0 and as X -* ±<= because in 
those limits (17) becomes F"" + 8' = 0 and F"" ± r\8' = 0, respectively. 
Once 8(ri; X) has been numerically calculated from (17,18), the cor
responding local velocity distributions /'(TI;,X, A) can be calculated 
from (7). 

Flow through Porous Media 
In a fluid-saturated porous medium, the natural convective 

boundary layer is still governed by the continuity and energy equa
tions (1, 3), but the force-balance is now, according to Darcy's Law 
[4] 

v du dT 
gp cos 7 h 

K dy dy 

dT 
sin 7 — = 0 (20) 

in which K is the permeability, and in essence, uyy in (2) is simply re
placed by U/K in (20). The definitions of/, 8, and r\ are precisely the 
same as in (4); the scaling constants are now defined the same as in 
[7] 

c = I Kg PAT cos 7oji/2 

av } 
:Cj_ 

\ av I 4Pr 

and the scaling functions a(x), b{x), !;{x) must now satisfy 

a _ cos 7 

b~ 
2bax = 1, £* 

(21) 

(22) 
cos 70 

in order that the partial differential equations (1, 3, 20) can take the 
following form (in which A = Rbx tan 7/C1, as before, and ( )' = 
d( )/dn) 

-Nomenclature. 
Ci, C2 = constants in similarity transforma

tion (5, 21) 
Nu = Nusselt number in (42, 46) 
Pr = Prandtl number 
Ra = Rayleigh number defined below (39, 41, 

43, 46) 
R = ± 1 , denotes orientation of surface-nor

mal buoyancy 
A, X = configuration parameters defined in 

(11, 19, 36, 38) 
v, P = viscosity, thermal expansion coeffi

cient 
g = gravitational acceleration 

K = permeability of porous medium 
x,y = two-dimensional boundary-layer 

coordinates 

7 = inclination angle of surface 
70 = arbitrary reference angle 
X, Y = axisymmetric boundary-layer coor

dinates 

r = distance from axis of symmetry 
£, 7) = similarity coordinates defined in (4, 6c, 

22c) 

?) = similarity coordinate defined in (16, 
28) 

a,b = scale functions in similarity transfor
mation (6, 22, 36) 

u, v = two-dimensional velocity compo
nents 

U,V = axisymmetric velocity components 
T = temperature, AT = | Tw ~ T„ | 
8 = dimensionless temperature = (T — 

T„)/(TW - T„) 
\p = stream function 
/ = dimensionless stream function (4) 
F = effective stream function defined in (16, 

28) 
* , g = dfl/d£, = d//d£ 
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/* - ^ - A ijfl'- - fcflt (23) 

• • ! " • 
&tw = --sre( 

subject to the boundary conditions 

/ = 0 and 8 = 1 at r, = 0 

/ ' -» 0 and 0 - • 0 as T\ —• °° 

(24) 

(25) 

(26) 

which now permit the fluid to slip at the wall, but still prohibit any 
flow through the wall, and require a vanishing velocity at infinity. 

The local nonsimilarity procedure is nearly the same as before, both 
in methodology and in outcome. Taking the ^-derivative of (23, 24) 
and then suppressing f^ and 0H, it is again found that $ = 0{ = 0, and 
that g = /{then satisfies g" - A^d' = 0. The thermal information can 
be extracted by solving the following ordinary differential equations 
for the temperature 6(T)) and the effective stream function F(r)) 

*• = ( / - f e ) / ( l + I A|)1/3; 

V = V(l + \\\)M 

F " - 0 ' [ ( l + |X|)-2/3 + i)A/(l + |X|)] 

6»+-F6' = 0, 
2 

(27) 

(28) 

(29) 

(30) 

in which the only parameter is again X as defined previously in 
(19). 

Axisymmetric Geometries 
The boundary layer equations for an axisymmetric flow are as 

follows [10], for a thin boundary-layer (5(x) « r(x)) on a smooth 
surface 

d3u 

' a y 3 ' 
i cos 7 

L\2<yr 

dy i sin 7 i™ + yMV£Y 
dx \r/ dy r \rl 

d2u d2u 

: u (_ v 
dxdy dy2 

(35) 

The similarity transformation (4, 5, 6a, 6c) is the same as in the 
two-dimensional case, except that (6b) and (11) must be redefined 
as follows 

cos 7 /L\2 

b3 cos 7o \r 

tan 7 IL\ 
R-^Hb* brx 

rbx 

(36) 

in order that the transformed energy and momentum equations can 
take identically the same form as before (7, 8). 

Similarly in flow through porous media, a thin boundary layer on 
an axisymmetric surface obeys (31,33) as well as the previously-stated 
force-balance equation (20) which should now be rewritten in terms 
of the upper case variables U, X, Y. Under Mangler's transformation 
(34) the axisymmetric problem for a porous flow becomes the same 
as the two-dimensional porous problem (1, 3, 20) except that the 
force-balance equation is now, instead of (20), 

vi>u dT „ / r 
" — - gp cos 7 — + Rgj3 sin 7 -
K dy dy \L, 

dT d 7 V 
— + y 
dx dy r 

%V 
•• .0. ( 3 7 ) 

The similarity variables are still the same as in the two-dimensional 
porous flow (4), with the same constants (21), and the same similarity 
conditions (22). Only the geometric function A need be redefined as 
follows 

A = R ^M' -S ) (38) 

in order that the transformed force-balance and energy equations can 
take identically the same form as before (23, 24). 

d d 
— (rU)+ — (rV) = 0 
dX dY 

d3U 
v + 1 

dY3 ' 
1 cos 7 

dT 

dY" 
sin 7 = U 1- V 

dX dXdY dY2 

dT T 7dT d2T 
U + V — = a , 

dX dY dY2 

(31) 

(32) 

(33) 

in which U, V, X, and Y are the velocity components and coordinates 
of the axisymmetric flow, and r(X) is the distance from the axis to the 
surface, measured normal to the axis. Under Mangler's transformation 
(in which L is a characteristic length and r' - dr/dX = rx(r/L)'1) 
[10], 

•ro - dX, y •• Y, u = U, MvS-YU (34) 

the axisymmetric problem (31-33) becomes identical to the two-
dimensional problem (1-3) except that the momentum equation is 
now, in place of (2), 

Results for High-Pr Flow 
The temperature profiles of Pig. 1 for a high-Pr flow, either two-

dimensional or axisymmetric, are calculated by solving the ordinary 
differential equations (17,18) subject to the boundary conditions from 
(9,10,14,15). The chosen numerical procedure is a standard shooting 
method which utilizes library routines for the two major tasks: fourth 
order Runge Kutta integration, and iterative adjustment of the 
shooting parameters (0'(O), F"(0), -F'"(0)) by a nonlinear equation 
solver which seeks zeros for i*"'(°°), F'"(°°), and 0(°°). For X = 0, the 
surface-normal buoyancy is absent, and the numerical result is the 
same as Kuiken's [5] with a surface heat flux of |?'(0) = d6/dr) = —0.711. 
For positive X, there is a thinning of the thermal boundary layer and 
a corresponding increase in the heat flux, as apparent both in the 
temperature profiles of Fig. 1 and in the heat-flux plot of Fig. 2. As 
X - • «> the heat flux approaches the limit B'lfi) = -0.758. Conversely 
for negative X, there is a thickening of the boundary layer and a cor
responding decrease in heat flux. There is a minimum value of X(Xmin 

SIMILARITY VARIABLE, i) = 7 (1 +| A | )1/5 

Fig. 1 Temperature profiles for high-Pr natural convection 
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NORMAL-BUOYANCY PARAMETER, A 

Fig. 2 Heat flux at the wall for high-Pr natural convection and for natural 
convection In porous media 
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e* —0.367) for which solutions exist, and in that neighborhood there 
are multiple solutions for some X. To numerically combat this nonu-
niqueness, F"(0) (which happens to be a single-valued parameter for 
the solution family) is treated as a prescribed-parameter and X is 
treated as a shooting-parameter, rather than the reverse. Soon after 
turning the corner onto the lower branch, the solution curve must 
terminate at Xi^t =̂  —0.32, because beyond that point F'(«>) becomes 
negative with the implication that F(<») < 0 (since F-* const + F'(<»)r) 
as r) —• °°) in which case 8 cannot have an acceptable decaying-expo-
nential asymptotic behavior, as apparent from the energy equation 
(18). The lower-branch solutions are probably not physical (due to 
stability considerations not investigated here), but the existence of 
Xmin does place a mathematical limitation on the method of solu
tion. 

The velocity profile depends upon two local geometric parameters: 
A which appears explicitly in equation (7), and X which exerts an in
direct influence through d(t]). As an illustrative example, consider the 
case of an inclined flat plate, which inclination angle y, for which the 
similarity equations (6) can be readily integrated to find that 

a = x^4, b = x1'*, X = 0, A = ±tan 7/2A/2Rax
1/4 (39) 

in which Ra^ = 4Ci4x3 is a Rayleigh number based upon the local 
length of run, x, and on the surface-parallel component of buoyancy, 
g cos y. Since X is everywhere zero, the temperature profile is entirely 
unaffected by the surface-normal buoyancy and is therefore self-
similar, as noted previously in [1]. There is, however, an influence on 
the velocity profile as illustrated in Fig. 3 which presents numerical 
solutions to (7, 9, 10) for X = 0 and for all A. The scaling of f on the 
ordinate is motivated by the substitution /* = f/(l + | A |) which re
duces the differential equation (7) to the A-independent forms {*"" 
± 1)6' = 0 in the limits a s A - > ±°°, without disrupting the behavior 
as A -> 0; also note that/*(?;; A—• — <») = —/*(ij; X - • + °°). Near the 
origin of the flow, where Rax —>- 0, the velocity is strongly distorted 
by the normal buoyancy force, but with increasing length of run, Rax 

increases until ultimately, the velocity profile approaches the self-
similar form (i.e., A -»• 0 as Rax —• <») which signifies an insensitivity 
to normal buoyance. On a plate of finite length, L, the nonsimilarity 
will therefore be localized near the nose of the plate whenever 
|tan7/Ra.L1/4 | is sufficiently small. 

On any surface of contour the inclination angle, y, depends upon 
the position, x, but the similarity equations (e.g., (6)) can still be in
tegrated to find X and A as functions of position, as for example in the 
two-dimensional case where 

A = 
V 2 t a n 7 d 

(40) 

(41) 
3 da \cos 70/ «/o \cos 70/ 

in which Raz, = 4Ci4L3 is a Rayleigh number based on a characteristic 
length L (e.g., radius of cylinder) and a = x/L is the normalized po
sition coordinate (e.g., a = x/L = azimuth angle on a cylinder). For 
given Raz,; X and A and all of the physical quantities become known 
functions of the position a as, for example, the local Nusselt number 
for a two-dimensional flow 

Nu 
k drj V 2 

iS 7 U/3 

,cos 70/ Jo \i 
cos 7 1/3 

da 
-1/4 

(42) 
\cos 70/ 

in which d0/dr) is a known function of X as given in Fig. 2. At high 
Rayleigh number (RaL -*• °°) X and A -> 0, and the surface-normal 
buoyancy becomes unimportant except in the regions where tan7 -* 
00 (e.g., near the poles of a sphere or cylinder). 

R e s u l t s for F l o w in P o r o u s M e d i a 
The temperature profiles of Fig. 4 for flow through porous media, 

either two-dimensional or axisymmetric, are calculated by solving 
equations (29, 30) subject to the boundary conditions from (25, 26). 
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Fig. 3 Velocity profiles for high-Pr natural convection on an incined plate 
(for which X = 0) illustrating flow reversal for sufficiently negative A 
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Fig. 4 Temperature profiles for natural convection in porous media 

In the numerical solution procedure the shooting parameters, #'(0) 
and F'(0), are adjusted until F'(°°) = 0 and #(<») = 0. The solutions 
are qualitatively similar to the previous high-Pr results. For X = 0, 
normal buoyancy is absent and the temperature profile is the same 
as Cheng and Minkowycz's [7] with a wall flux 0'(O) = —0.444. As X 
—• % the boundary layer becomes progressively thinner and the heat 
flux approaches the limit 6'(0) = —0.568. For negative X, the boundary 
layer thickens. There is a minimum value of X for which solutions exist 
(Xmin — —0.145 in Figs. 2 and 4), and there are multiple solutions in 
that neighborhood. 

The velocity profiles depend upon X and A. For the exemplary case 
of an inclined flat plate, the similarity equations (22) are integrated 
to find that 

i = xW. X = 0, A = ± t an7 /2Ra x
1 / 2 (43) 

in which Ra^ = Ci2x. The corresponding velocity profiles are pre
sented in Fig. 5 for different values of A. The influence of normal 
buoyancy is strongest near the origin of the boundary layer where Rax 

—>- 0 and, hence, A -»• ±°°. 
On a general two-dimensional surface, the similarity equations (22) 

are integrated to find that 

± tan 7 d 
A-

Nu-
-dB 

in which Raz, 

(1 + 1XI)1'3 R a t 
\cos 70/ 

- 1 / 2 

(44) 

(45) 

(46) 
\cos 70/ 

d2L and a = x/L, in analogy to the high-Pr re
sults. 

Variations in local heat flux due to surface curvature and surface-
inclination are now illustrated for some additional examples of ex
ternal flow in porous media. On a cone (with vertex half-angle 70, and 
side of length L) the local Nusselt number varies according to the 
following expressions, respectively, for the cases in which the primary 
flow direction is away from or toward the vertex 
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SIMILARITY VARIABLE, v 

Fig. 5 Velocity profiles for natural convection on an inclined plate Imbedded 
in a porous medium (for which X = 0) Illustrating flow reversal for sufficiently 
negative A 

^ - = - V 3 ^ ( l + | X | ) i « ( X / L ) i / 2 
Raz,1 '2 drj 

(47) 

- i ^ - = - V 3 ^ (1 + |X|)W(X/L)/(1 - (X/L)»)W (48) 
Raz,LU drj 

in both of which X is measured away from the vertex. On a cylinder 
and a sphere, respectively, 

J ^ = _ *l ( 1 + I X |)i/3 s in 0/U-cos 0)1 '2 

Raz,1 '2 dr; 
(49) 

Nu t 
" 3 - ( 1 + 1 

o?) 
X|)1/3 sin20/[2-cos 0(sin20 + 2)] (50) 

Raz,1/2 

in which L is the radius and cos 70 = 1 in the definition of Raz,, and 
6 is increasing in the primary flow direction. In all four of these ex
pressions the affect of surface-normal buoyancy is embodied by the 
dependence on X, both explicitly and through d0/d?j as illustrated in 
Fig. 2. The variation in X along each body shape is determined by 
integration of the similarity equations (22) and substitution into the 
definition of A and X (11) or (19, 38). The results in Fig. 6 (where X 
is negative on dotted lines) show that | X| is largest near stagnation 
points and that, for example, | X| > 1 throughout the polar quadrants 
(0 < 6 < ir/4 and 37r/4 < 8 < -w) of a sphere whenever Raz, ^ 102. At 
higher Raz,, the normal-buoyancy effects become confined to smaller 
regions near the stagnation points. 

Summary 
The combined effects of surface-normal buoyancy and of surface 

curvature have been examined for viscous-dominated natural con
vection as occurs in high-Pr fluids and in fluid-saturated porous 
media. For isothermal surfaces, either two dimensional or axisym-
metric, the local nonsimilarity method [1, 8] is used to obtain tem
perature profiles (Figs. 1 and 4) which depend upon only one local 
configuration parameter, X, and to obtain velocity profiles which 
depend upon two such parameters, X and A. 

A = ± 
tan 7 

Raz," 
F (geometry) and X = A — £A{ 

in which Raz, is the Rayleigh number based on a characteristic length 
of run, L, and the premultiplier, itatry/Raz,", represents the nominal 
ratio between the normal and parallel components of buoyancy 
(normal/parallel ~ Tx sinT/Ty cos7 ~ tan7. d/L, in which 5 ~L/Raz," 
is the nominal boundary-layer thickness). Many special cases of in
terest are contained within the present generalized results. 

1 At high Rayleigh Number (Raz, —>• °°), X and A become small, 
except where tarry —«- <», and: the high-Pr solution approaches Acrivos' 
[6] self-similar result; while the porous-flow solution approaches an 
analogous self-similar form. In these flows the normal buoyancy is 
absent, and the surface curvature is accounted for by the similarity 
transformation. 

0: 
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I -
LLi 

s 
< 
DC 
< 
Q. 

>-
o z < > o 
m 

o 0.0 0.2 0.4 o.e o.s 1.0 

STREAMWISE POSITION, a 

Fig. 6 Local influence of surface-normal buoyancy is indicated by stream-
wise variation of X for porous flow over several different body-shapes: sphere 
and cylinder (X* = XRa t

1 '2, a = d/ir, L — radius and COS70 = 1 in Ra t , 6 
Increases In flow direction); cone with flow toward vertex or away from vertex 
(X* = XRat

 1/2/tan7o, a = XIL, y0 = half-angle of vertex, L = length of side, 
X measured from vertex). Lines are dotted when X is negative. 

2 For an inclined plate (tan7 = constant): the high-Pr flow has 
self-similar temperature profiles (since X = 0, as noted previously by 
Hasan and Eichhorn [1]) but nonsimilar velocity profiles (Fig. 3); and 
in flow through porous media the qualitative behavior is the same 
(Figs. 4 and 5). In these flows the surface curvature is absent, and the 
normal buoyancy is accounted for through the nonsimilarity ap
proach. 

3 For a vertical plate (tan7 = 0, X = 0 and A = 0) the high-Pr re
sult becomes identical to Kuiken's similarity solution [5], and the 
porous flow solution becomes identical to Cheng and Minkowycz's 
similarity solution [7]. In these flows there is neither normal buoyancy 
nor surface curvature. 

In general boundary-layer applications, the high-Ra results (i.e., 
X and A -* 0) provide a zeroth order estimate which includes the ef
fects of surface curvature. The finite-Ra corrections, as calculated 
from the nonsimilarity procedure, are indicative of the first pertur
bations due to surface-normal buoyancy (as explained in Hasan and 
Eichhorn's [1] comparison of the nonsimilar boundary-layer analysis 
with the formal matched-asymptotic-expansion analysis of the fini
te-Ra perturbations for an inclined flat plate). The nonuniformity 
of the high-Ra approximation is apparent in the first-order nonsimilar 
solutions which may even fail to exist in those regions where the 
surface-normal buoyancy lifts away from the surface and where tan7 
is sufficiently large (i.e., sufficiently negative X in Figs. 2 and 6). 
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A Simplified Approach to the 
Ewaiuation of the Geometric-Mean 
Transmittance and Absorptance for 
Gas Enclosures 
Utilizing a simple mathematical relation and Stoke's theorem, the geometric-mean trans
mittance and total absorptance between an infinitesimal area and a finite planar element 
is reduced to a line integral around the planar element and an area integral. A concept 
of fundamental solutions is introduced. These are solutions in which the finite areas are 
horizontal right triangle with three specific orientations. Based on superposition, solu
tions for arbitrary finite areas are shown to be readily generated algebraically from these 
fundamental solutions. The geometric-mean transmittance and total absorptance be
tween two finite areas are reduced to single numerical integrations, thus reducing much 
of the mathematical complexity. 

Fundamental solutions for mean beam lengths of the geometric-mean total absorptance 
in the weak-band, strong-band and very-strong-band limits are generated analytically 
in closed form. Based on the existing one-dimensional wide band correlation, these limit
ing expressions are shown to be sufficient for the calculation of the geometric-mean total 
absorptance at all optical thicknesses. A sample calculation is presented. 

Introduction 
In many heat transfer calculations for practical engineering systems 

with high temperature such as fires and combustion furnaces, the 
evaluation of the surface-surface and surface-medium radiative ex
change in an enclosure with an intervening absorbing-emitting me
dium is a problem of considerable importance. Mathematically, this 
task involves the evaluation of the so-called geometric-mean trans
mittance and absorptance for the considered enclosure. 

Formally, definitions of the geometric-mean transmittance and 
absorptance are quite simple and straight-forward and their impor
tance was realized more than 30 years ago [1]. A great deal of effort 
has been made since then to tabulate these quantities for various 
systems. The success of these efforts, however, is quite limited largely 
because of the mathematical complexity of the problem. Today, exact 
evaluations for these quantities are restricted only to a few cases with 
special geometric symmetry or optical thickness limits [2-6]. For most 
other cases, the current state-of-the-art technique is to utilize an 
empirical "mean beam length" and the corresponding one-dimen
sional results [1, 2]. While this method appears to be reasonably ac
curate for some selected enclosures, its applicability to general en
closures still remains unproven and has uncertain accuracy. 

The major difficulty in the calculation of the geometric-mean 
transmittance and absorptance for a given enclosure is that they re
quire the evaluation of a complicated integral The integral involves 
not only the geometry of the two considered surfaces, but also their 
relative orientation. Because of the presence of angular variables, 
many traditional numerical techniques for integral evaluation cannot 
be applied. The integral can also become singular for some selected 
cases. The objective of this work is to show that by using a simple 
mathematical relation and Stoke's theorem, the geometric-mean 
transmittance and absorptance between an infinitesimal area element 
and a finite area can be expressed as sums of a simple line integral 
around the boundary of the finite surface and an area integral. These 
integrals can be evaluated analytically for some selected cases. For 
all cases, they can be tabulated numerically by standard tech
nique. 

For general application, the present work proposes a concept of 
fundamental solutions. These solutions are geometric-mean trans
mittance and absorptance between an infinitesimal area of arbitrary 
orientation and horizontal right triangles of three specific orientations. 
Utilizing the principle of superposition, the geometric-mean trans
mittance and absorptance between an infinitesimal area and any finite 
area can be written as sums and differences of these fundamental 
solutions. Based on the present approach, these fundamental solutions 
are readily generated in closed-form. If the intervening medium is a 
non-gray gas, the important physical quantity is the geometric-mean 
total absorptance (which is the integral over wavelengths of the geo
metric-mean absorptance). Fundamental solutions for this quantity 
in the weak-band, strong-band and very-strong-band limits are also 
readily generated. Using the existing wide-band correlations, these 
limiting expressions are demonstrated to be sufficient for the evalu
ation of the geometric-mean total absorptance at all optical thickness. 
It is interesting to note that until now, only tabulations of the weak-
bank limit of the geometric-mean total absorptance for some selected 
simple systems are available in the literature [1, 2, 4] largely because 
of the mathematical complexity. 

To illustrate the accuracy and the simplicity of the present ap
proach, the weak-band, strong-band and very-strong-band limit of 
the total geometric-mean absorptance between two rectangles of 
different orientations is generated. For the weak-band cases which 
were considered by Dunkle [4] with a different approach, the agree
ment is excellent. The present approach, however, is readily seen to 
be more general and simple to use. 

Mathematical Formulation 
Utilizing the geometry and coordinate system as shown in Fig. 1, 

the geometric-mean transmittance between areas dAi and Ai, T\d\-i< 
can be written 

T\,dl-2 : •r 
( n 1 - r i ) ( n 2 - r 2 ) e -

-dA2 (1) 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 8,1980. 

Fdi-2 J to 

where Fd\-i is the shape factor [1] between dA\ and A% ni and n2 are 
the unit normal vectors to areas dA\ and dAi respectively, r i is a unit 
vector pointing away from dA\ to dAi, r is the distance between the 
two areas, -and ax is the absorption coefficient. Physically, T\,di-i is 
the fraction of energy leaving surface dA\ which is transmitted 
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b e a m l e n g t h originally in t roduced by D u n k l e [4], S ince Ai(r) is p ro

po r t i ona l t o r 1 / 2 a n d In r in t h e s t rong b a n d a n d very-s t rong b a n d 

l imi t , respect ively . Sai-2 a n d Wdi-2 can be i n t e r p r e t e d as t h e corre

sponding geometr ic m e a n beam length in those limits. For two finite 

a reas A\ a n d A 2, equa t ions (4, 5) a n d (6) are general ized to 

Ri-2 = -—=— j Fdl_2Rdi-2dA1, 

S1_2i/2 = - ^ 7 - f F d i - s & i m ^ A i , 
A1F12 JAI 

l n W i - 2 = — \ r f Fdi-2 In Wai-idAi 
A1F12 JAI 

(4o) 

(5o) 

(6a) 

Fig. 1 Coordinate system used in equation (1) 

t h rough t h e m e d i u m a n d arr ives a t A2 . T o calcula te t h e fract ion of 

energy leaving surface d A i which is absorbed by t h e in te rvening 

m e d i u m , t h e concep t of geomet r i c -mean abso rp t ance is i m p o r t a n t . 

I t is 

In t e r m s of R1-2, S1-2 and W1-2, a correlat ion analogous t o T a b l e 1 for 

t h e to ta l geome t r i c -mean abso rp t ance be tween two finite a reas Ai 

and A2 can be genera ted . I t is p r e sen t ed in T a b l e 2. 

Since e q u a t i o n s (1 , 4, 5), and (6) are all of t h e same genera l form 

as t h e left h a n d s ide of equa t ion (A3) in A p p e n d i x I, t hey can be 

simplified. E q u a t i o n (1), for example , can b e wr i t t en as 

<*x,<n~2 = — f J 

Fdl-2 JA2 

( n i T i ) ( n j - r i ) ( l - e - « r ) 
dA2 (2) 

TrFdu2Tx,di-2 = I gi(r)(ri X n i ) • d S 2 
Js2 

+ I (n i • n 2 ) 
JA2 

g'i(r) + 
gi(r) 

If t h e m e d i u m is a non-g ray gas wi th abso rp t ion b a n d s , equa t ion (2) 

can be in teg ra ted over one b a n d to yield t h e t o t a l geometr ic m e a n 

a b s o r p t a n c e as 

j,dl-2 = I <*Kdl-2d\ 

1 r ( n i -

Wl-5> J Ai 

( n i T i ) ( n 2 T i ) A j ( r ) 
d A 2 (3) 

Fdl-2 J Ai 

where J" Aid A represen ts in tegrat ion over t h e j t h absorpt ion b a n d a n d 

Ai is t h e cor responding effective b a n d w i d t h for a one-d imens iona l 

sys tem of th ickness r. Effective b a n d w i d t h s for var ious i m p o r t a n t 

b a n d s for different gases have been d e m o n s t r a t e d to be a d e q u a t e l y 

a p p r o x i m a t e d by t h e so-called w ide -band corre la t ion [2]. T h e corre

la t ion p roposed by E d w a r d s , e t al. [2, 7] is p r e s e n t e d in T a b l e 1. 

S u b s t i t u t i n g resu l t s p r e s e n t e d in T a b l e 1 i n to equa t ion (3), i t c an 

be readi ly seen t h a t t h e eva lua t ion of a^di-2 r equi res only t h e fol

lowing integrals : 

2(r) + 

Rdl-2 ~ 

(Sdi-; 

= — f [ 

Fdl-2 J Ai 

. ) * - — f ' 
Fdl-2 J Ai 

(n i • r i ) ( n 2 • r 2 ) 
dAi 

( n i T i K l f e T ! ) 

r3/2 
dA2 

(4) 

(5) 

where gi(r) satisfies t h e equa t ion 

g ' i ( r ) = — — 
r r z 

E q u a t i o n s (4, 5), a n d (6) can be wr i t t en as 

•KFdl-2Rdi-2 = I g 2 ( r ) ( r i X n i ) - d S 2 

J Si 
+ \ ( n i - n 2 ) g' 

J A% [ 

TrFdl-2Sdi-2
1/2 = f g 3 ( r ) ( r 1 X n , ) - d S 2 

J Si 

+ J (n i • n 2 ) g'3(r) + 
JA2 [ 

•wFd\~2 In Wdi-2 = ( g4(r)(ri X m ) • d S 2 

+ f ( n i - n 2 ) g'4(r) + 
J Ai 

with g2(r), g3(r), a n d g 4 ( r ) satisfying 

d A 2 (7) 

(8) 

grfr) 
dA2 (9) 

ga(r) 

8*(r) 

dA2 (10) 

dA2 ( I D 

- N o m e n c l a t u r e . 

a\ = absorp t ion coefficient 

A i , A2 = area e l emen t s 
At = effective b a n d w i d t h of t h e i t h b a n d 

d = p a r a m e t e r def ined in Fig. 2(b) 

Es = exponen t i a l funct ion 

, ( , -L) 
2 l /2 

el l ipt ic funct ion of t h e first 

k ind 
/;_,• = shape factor be tween a rea A; and Aj 
gi(i = 1, 2, 3, 4) = funct ions def ined by 

equa t ions (15) t h r u (18) 
G = funct ions def ined by equa t ions (22, 26) 

a n d (30) 
h = p a r a m e t e r def ined in Fig. 2(a) 

H = funct ions def ined by equa t ions (23, 28) 

and (31) 

n i , n 2 = un i t vectors def ined in Fig. 1 

r 1, r 2 = un i t vectors defined by equa t ions (1) 

a n d (2) 

r = d is tance be tween areas dA\ a n d d A 2 

Ri-j = w e a k - b a n d geometr ic m e a n b e a m 

length, equa t ion (4) 

Si-j = s t r ong -band geomet r ic m e a n b e a m 

length , equa t ion (4) 

u = p a r a m e t e r def ined in Fig. 2(b) 

v = p a r a m e t e r def ined in Fig. 2(6) 

w = p a r a m e t e r def ined in Fig. 2(b) 

W1-2 = ye ry - s t rong -band geomet r ic m e a n 

b e a m length , equa t ion (6) 

Z\, Z\\, Zui = fundamenta l solutions defined 

by equa t ions (21, 32) a n d (33) 

Zi-j = generalized mean beam length defined 

by equa t ion (21) 
ffx,i-2 = geometr ic-mean absorptance defined 

by equa t ion (2) 
ai,i-2 = to ta l geometr ic-mean absorp tance of 

t h e ith b a n d 

y(y) = function def ined by equa t ion (29) 

8 = p a r a m e t e r def ined in Fig. 2(a) 

X = wavelength 

p(x) = funct ion def ined by equa t ion (27) 

">"x,i-2 = geomet r i c -mean t r a n s m i t t a n c e de

fined by equa t ion (1) 
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Table 1 Effective bandwidth correlation equations for isothermal gas 

Pressure-
broadening 
Parameter 

4dC3 

Lower limit of A 
n, c m - 1 

Upper limit of A 
r\, c m - 1 

Effective bandwidth A 
n, c m - 1 

! < 1 PC3 CtX 

pca C3(2 - ff) A = C2(XPe)^ - PC3 

C3(2 - 0) A = C3 In 
4C-,2 + 2 - / 3 

!>1 A = d X 

A = C3 | l n ^ + l 

Ci, C2, C3, 6,andn given in reference [7]. A" is mass path length, pS, g/m2. Pe = [(P + P/v2)/fo]" where Pw2 = 1 atm, P is partial pressure of absorbing gas, and 
PN2 is partial pressure of N2 broadening gas in atmospheres. 

T a b l e 2 E f f e c t i v e b a n d w i d t h corre la t ion e q u a t i o n s for m u l t i d i m e n s i o n a l i so thermal g a s 

Pressure-
broadening 
Parameter 

4CiC3 

Lower limit of A 
rj, cm - 1 

Upper limit of A 
rj, c m - 1 

Effective bandwidth A 
?), c m - 1 

! < 1 /3C3 A = Cipfli-

/3C3 C3(2 - ffl A = C 2 ( p S 1 _ 2 P e ) ^ - / 3 C 3 

C3(2 - jfj) A = C 3 ( l n ^ g ^ + 2 ^ ) 

I > 1 A = Cipfli-

A = C 3 | l n C l / ' 5 1 - 2 + l 

Ci, Ci, C3, 6, and n given in reference [7]. p is mass density g/ms, and S is pathlength m, Pe = [(P + P«2)/Po]" where P;v2 = 1 atm, P is partial pressure of absorbing 
gas, and P^2

 ls partial pressure of N2 broadening gas in atmospheres. 

%'i(r) 
g2(r) 1 

, , , gs(r) 1 
g3(r) — = ^T2 

, , . gi(r) In r 
?'4(r) = — . 

Equations (8,12,13), and (14) can be readily solved to yield 

E3(a\r) 
*i(r) = - -

g2(r) = 

g3(r) = -

- 1 

2 
3 r i / 2 

In r 1 
g4(,.) = _ _ 

2r Ar 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

7rFdi_2fidi-2 = - ( (ri X m) • dS2 - ( (ni • n2) 
dA, 

•xFd\-iSd\-: ,1/2; " f 
3 Js, 

2 r ( r i X m ) - d S 2 

' s 2 r l /2 

" f 
3 JA-2 

(ni • n2)dA2 

r3/2 

irFdi-2 In Wd ^ • " i X , — + — <ri X n i ) - d S 2 

s2 \ r 2r/ 
I f , ,dA2 - I (ni-n2)—7-
2 JA2 r2 

(21) 

(22) 

(23) 

with E3(a\r) in equation (15) being the familiar exponential integral 
function defined by 

E„(x) - \ dt. n i l 
Ji t" 

(19) 

Utilizing equations (15-18), equations (7, 9,10), and (11) become 

r E3(axr) , 
«'di-2?"\,di-2 = - I (ri X m) • dS2 

Jsi r 

+ f (ni-n2)-E2(axr)dA2 (20) 

810 / VOL. 103, NOVEMBER 1981 

In terms of actual evaluation, equations (20-23) represent a great 
reduction in complexity in contrast to equations (1, 4, 5), and (6). 

F u n d a m e n t a l So lu t ions 
Equations (20-23) can be readily evaluated in closed-form for some 

systems with simple geometry. But for general application, the most 
important results are fundamental solutions for these expressions in 
which dA\ is an infinitesimal area at the origin with arbitrary orien
tation and A2 is a right triangle at a horizontal plane above the origin. 
It can be shown that it is sufficient to consider only four particular 
orientations of A2. The geometry and the associated coordinate sys
tems for the four fundamental solutions are illustrated in Figs. 2(a) 
and 2(b). The superposition procedure can be generated from these 
fundamental solutions as outlined in Appendix II. 

For the right triangle I as shown in Fig. 2(b), equations (20-22) and 
(23) can be readily simplified into the following form 
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L V 

^i/ 
• d A , 

(I) 

X 
/ 

/ / 
^ v 

dA, 

Fig. 2 (a) Side-view of the relative position and orientation of dA, and A2 

for the fundamental solutions 

Zi(u, v, w,hd) = (h sin 0 - u> cos 0)G(O, w, 1, 0, u;2 + h2) 

+ u cos 8G{w, w + v, 1, 0, u2 + ft2) 

( u 2 + v2 2tou 
0,u, — , ,w2 + h2 

u2 u 

- cos 8H(u, v, w, 0, 0). (24) 

For the geometric-mean transmittance, Z\ stands for (Fi1_2Tx,(ii-2)/, 
and G(m, n, A, B, C) and H(u, v,w,d, <j>) are given by 

"iEs{ax(At2 + Bt + C)1'2] 

h sine 

y ( I I I ) 

, 

u 

I 

J 

(II) 

— d ^ u 

Fig. 2(b) Top view of orientations of A2 for the four fundamental solu
tions 

H(u, u, w, d, 4>) 

21/2 21 '2 /»x2 l f / l \ / l 

where 

7(y) = cos J 

' 21/2j 

x2 + h2 

2 l / 2 

y2 + x2 + h2 

1/4 

dx (31) 

(32) 

G(m,re ,A,B, C) = - f 

ax 
ff(u, v,w,d, <j>) ax r>*2 /»» 

7T « A l •/jyi 

(At2 + Bt + C) 

y2E2[ax(x2 + y2 + h2)1/2] 

(x2 + y2 + h2)1'2 

dt (25) 

dydx 

(26) 

At the very-strong-band limit, Z\ stands for (Fd\-i In Wdi-2)1 

where 

G(m,n,A,B,C) = — f 
47T «/n 

j _ rnln[At2 + Bt + C] 

[At2 + Bt + C] 
dt 

where yi = w cos (t>,yi = w cos 0 + u/u(x — d — w sin 0), x\ = w sin 
0 + d and X2 = w sin 0 + d + u. For the weak-band limit of the geo
metric-mean total absorptance, Z\ stands for (Fdi-2 Rdi-2)1 with 

2TT(4AC - B 2) 1 / 2 
tan 

G(m,n,A,B,C) and 

1 
:ln 

2(An2 + Bn + C)1'2 + 2A^2n + Al'2B 

it A1'2 

1 /*» 
H{u, v, w,d, <j>) = — 1 

TV Jx\ 

2(Am2 + Bm + C)1'2 + 2Al'2m + AX'2B, 

(y2
2 + x2 + h2)1'2 + y2 

(27) 
1 / " * 2 1 

H(u,v,w,d,<l>) = — \ 
27T c /x i (JCZ + / ̂2 ) 1 / 2 

In 
.(yi2 + X2 + h2)1 / 2 + yt 

dx. (28) 

, J3 + 2Ara 

(4AC - J32)1/2 

, B + 2Am 
• tan"1 

tan" 1 

tan"1 

(4AC - B2)1'2, 

y2 

(x^ + h2)1'2 

y i 

(33) 

Equation (28) can be integrated in closed-form with a standard in
tegration table [8]. For the strong-band limit of the geometric-mean 
total absorptance, Z\ stands for {Vd\-2 Sd\-txl2Y with 

G(m,n,A,B,C) 

, dx (34) 
(x2 + h2)l'2\ 

Similarly, the fundamental solutions for right triangles II, III, and IV 
as shown in Fig. 2(b) are given by 

Zn(u, v, w, h, 8) = -[(u + w)cos8-h sin 0]G 0, v, 1,0, h2 

3 T T [ A ( 4 A C - B 2 ) ] 1 / 4 

where 

p(x) = cos 1 

n + B/2A J 1 
F\p(n), —-

\n + B/2A\ { 21'2 

m + B/2A / , N 1 
' F\p(m),— 

m + B/2A 21 '2 

1/4 

+ (u + w)2\ + - ((ii cos 8 — h sin 6)G \w,w + u 
u2 + v2 

2v2 w2v2 

(2Ax + B)2 

4AC-B2 + 1 

(29) 

(30) 

- — + h2 - c o s 0 H ( u , u , w , O , vr/2) (35) 
U z U2 I 

Zii\(u, u, d, h, 9) =~h sin 0(cos 8 + l)G(d, d + u,l, 0, h2(l + sin28)) 

-(u + d) cos 8G(- h sin 0, - h sin 0 + v, 1, 0, / i 2 + (u + d)2) 

h sin 0(1 + cos 8) + - d cos I 
u 

G\d,d + u, 
u2 + v2 

The function F(T, 1/21/2) in equation (29) is the elliptic integral of the 
first kind. The function H(u, u, w, d) is given by 

v I v \ I v \z 
2 - \-h sin 8 - - d \ , h2 + \h sin 8 + - d 

u \ u / \ u 

• cos 6H(u, v, - ft sin 0, d, 0) (36) 

Journal of Heat Transfer NOVEMBER 1981, VOL. 103 / 811 

Downloaded 20 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ziv(u, v, d, h, 0) = (wcos6-h sin 0) G(0, u, 1, 0, w2 + h2) 

- u cos 8G(w, w-u,l, 0, u2 + h2) + (h sin 6 - w cos 0)G(O, w, 1, 

+ u2A*2, - 2iuu/u, i«2 + h2) + cos 6W(u, - v, w, 0,0) (36a) 

The functions G and /f in equations (35) and (36) are defined in-
dentically as in equations (25-35). 

To demonstrate the utility and simplicity of the present mathe
matical approach in application for finite area, the weak-band, 
strong-band, and very-strong-band limits of the geometric-mean 
beam length between two rectangular plates with orientation as shown 
in Fig. 3 is now calculated. This example is selected because some 
results in the weak-bank limit with /3 = 0 and /3 = 7r/2 have already 
been tabulated by Dunkle [4] with a different approach. A direct 
comparison is thus possible. The strong-band and very-strong-band 
limits, on the other hand, have never been reported in the litera
ture. 

Consider a differential area dA\ at (x, y, 0); An can be readily 
broken up relative to dA\ into four fundamental right triangles. Using 
superposition, the three limits of the geometric mean beam can be 
written in the following generalized form 

where 

ZdAi-Au ~ T. ZdAi-Aj 

ZdAi-Ai = Zi y,b, - x cos ft h + x sin ft |3 

ZdAi-Ai = Zn lb, — y, — x cos ft h + x sin ft /? 

•ZdAi-A3
 = Zu \b,y + -, — x cos ft h + x sin ft i 

ZdAi-Ai = Z\\y + - , ft, - x cos fi,h + x sin ft P 

Equation (37) can be integrated over A\ to yield 

2 (*a r*b 
ZAI-AU - T I I ZdAi-Aadxdy 

ab Jo Jo 

(37) 

(38) 

(39) 

(40) 

(41) 

(42) 

In the above expression, ZAI-AU stands for FAI-AU RAI-AW FAI-AU 

SA\ -An1'2 a n d FAI-AU 1 I ^AI -AH in the weak-band, strong-band and 
very-strong-band limit, respectively. 

Equation (42) can be readily evaluated numerically in all three 
limits. For all cases, the integral converges quickly with no difficulty. 
Results for the three limits for various values of a, b, and /5 with h = 
1.0 are presented in Tables 3, 4 and 5. For the weak-band cases with 
/3 = 0 and /3 = 7r/2, the agreement with Dunkle's result [4] is exact. It 
is interesting to note that for the considered cases, the difference 
between the geometric-mean beam lengths at the three limits is quite 
insignificant. 

Acknowledgment 
This work is based partially upon work supported by the National 

Science Foundation Grant No. ENG78-05587. 

APPENDIX I 
For an arbitrary function f(r) and utilizing the coordinate system 

as shown in Fig. 1, it can be shown by direct differentiations that the 
following identity holds. 

V X \f(r)ri X m] 

(m-n ) r i m ^ f{r) 
I (r) ni f'(r) + 

M 
(Al) 

In the above expression, V is the gradient operator, ni and r i are 
vectors as defined in Fig. 1 and/'(;•) = df/dr. If equation (Al) is in
tegrated over the area A2, one obtains 

Table 3 FAI-AHRAI-AH between two rectangular 
plates with different values of a, b, and 8 with h = 1.0. 

(Values in parentheses are RAI-AU)-

p 

TT/2 

TT/4 

0 

V 

0.4 

1.0 

4.0 

0.4 

1.0 

4.0 

0.4 

1.0 

4.0 

0.4 

(1.20) 
0.006 

(1.25) 
0.015 

(1.43) 
0.030 

(1.14) 
0.032 

(1.19) 
0.070 

(1.33) 
0.141 

(1.02) 
0.047 

(1.06) 
0.102 

(1.20) 
0.194 

1.0 

(1.47) 
0.022 

(1.55) 
0.051 

(1.76) 
0.120 

(1.35) 
0.066 

(1.39) 
0.150 

(1.56) 
0.329 

(1.06) 
0.102 

(1.11) 
0.222 

(1.25) 
0.431 

4.0 

(2.84) 
0.054 

(3.02) 
0.133 

(3.40) 
0.415 

(2.28) 
0.123 

(2.34) 
0.295 

(2.65) 
0.838 

(1.20) 
0.194 

(1.25) 
0.431 

(1.42) 
0.897 

Table 4 FAf-Au^Ai-Au1/2 between two rectangular 
plates with different values of a, b, and 8 with h = 1.0 

(values in parentheses are SAI-AU)-

. j8 

TT/2 

TT/4 

0 

V 
a \ 

0.4 

1.0 

4.0 

0.4 

1.0 

4.0 

0.4 

1.0 

4.0 

0.4 

(1.00) 
0.005 

(1.17) 
0.013 

(1.41) 
0.025 

(1.00) 
0.028 

(1.18) 
0.064 

(1.30) 
0.121 

(1.04) 
0.047 

(1.09) 
0.099 

(1.18) 
0.176 

x 1.0 

(1.44) 
0.018 

(1.54) 
0.041 

(1.75) 
0.090 

(1.35) 
0.057 

(1.38) 
0.127 

(1.53) 
0.261 

(1.06) 
0.099 

(1.11) 
0.211 

(1.23) 
0.384 

4.0 

(2.66) 
0.031 

(2.91) 
0.075 

(3.25) 
0.220 

(2.19) 
0.080 

(2.25) 
0.189 

(2.57) 
0.507 

(1.19) 
0.177 

(1.26) 
0.384 

(1.45) 
0.746 

Table 5 FAJ-AU In WAI-AH between two rectangular 
plates with different values of a, b, and 8 with h = 1.0 

(values in parentheses are WAI-AH)-

0.4 1.0 4.0 

TT/2 

0.4 

1.0 

4.0 

(1.22) 
0.001 

(1.28) 
0.003 

(1.40) 
0.007 

(1.49) 
0.006 

(1.53) 
0.014 

(1.72) 
0.037 

(2.71) 
0.019 

(2.78) 
0.045 

(3.17) 
0.141 

TT/4 

0.4 

1.0 

4.0 

(1.15) 
0.004 

(1.18) 
0.010 

(1.30) 
0.028 

(1.36) 
0.015 

(1.38) 
0.035 

(1.53) 
0.090 

(2.14) 
0.041 

(2.21) 
0.100 

(2.52) 
0.292 

0.4 

1.0 

4.0 

(1.02) 
0.001 

(1.06) 
0.006 

(1.17) 
0.025 

(1.06) 
0.006 

(1.11) 
0.020 

(1.21) 
0.067 

(1.17) 
0.025 

(1.21) 
0.067 

(1.36) 
0.194 
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V f (a) 

— 2 

6 - -

(b) 

JhsinQ 

5 (c) 

:::!£k. 

s-A, . 

>4 
. ' i i d L IT r- 2 a 

(d) (e) 

>4 
/ ! l ~ 7 — I — r 

/ I I 

2 3 
456 = A|35 A | 2 6 A 2 3 4 6 

Fig. 3 Illustration on how an arbitrary right triangle can be constructed from 
fundamental right triangles 

f V X [/(r)r i X m ] • n 2 d A 2 
JA2 

= f ( n i T i ) ( n 2 T i ) \f(r) 
JA2 [ r 

- j (n i • n 2 ) 
JA2 

dA2 

f « + ^ ' dA2 (A2) 

T h e first t e r m of t h e above equa t ion can be simplified by Stoke ' s 

t heo rem. E q u a t i o n (A2) t h u s becomes 

w-^U, J (n i • r i ) ( n 2 • r i ) 
A2 

= f \f(r)n X n , ] • d S 2 + f ( n . - n 2 ) 
Js2 JA2 

fir) + 
/('•: 

where d S 2 ind ica tes a line in tegra l a r o u n d t h e b o u n d a r y of A2 . T o 

yield t h e correct resul t , t h e line in tegra l m u s t be per fo rmed in a 

clockwise di rec t ion a r o u n d A 2 when it is viewed from t h e origin. Be

cause of t h e m a t h e m a t i c a l res t r ic t ion on Stoke ' s t heo rem, i t is im

p o r t a n t to note t h a t equa t ion (A3) is appl ied only when A-i is a s imply 

connec ted a rea (i.e., i t h a s no "ho le" ) . I t is in te res t ing to no te t h a t in 

t h e l imit of 

m- m (A4) 

dA, 
( r i X m ) 

d S 2 (A5) 

equa t ion (A3) is r educed t o 

(ni • r i ) ( n i • r i ) 

i A2 r2 

E q u a t i o n (A4) is exactly t h e "contour - in tegra l" expression for shape 

factor p roposed originally by Moon [9] and Spa r row [10]. 

f 
J A', 

. i f ! 
2 JA2 

APPENDIX II 
Since dAi c a n n o t " s e e " any area wi th y <—h sin 8 or t h e p l ane z 

: h, it suffices t o show t h a t any area A 2 wi th y > —h sin 8 can be 

i ^ Q 

Fig. 4 Coordinate system used in the sample calculation 

cons t ruc ted from f u n d a m e n t a l r ight t r iangles wi th o r ien ta t ions as 

shown in Fig. 2(6) . 

F igure 3 (a ) shows how a n a rb i t r a ry rec tang le wi th one edge lying 

on t h e y axis can b e cons t ruc ted as a s u m of two f u n d a m e n t a l r ight 

t r iangles. A rectangle s i tua ted away from the y axis can be genera ted 

as difference of t he se rec tangles as shown in Fig. 3(6) . F igure 3(c) 

shows how a " r igh t o r i e n t e d " r ight t r iangle can be cons t ruc ted as a 

combina t ion of rectangles a n d fundamenta l r ight t r iangles. N o t e t h a t 

r ight t r iangles such as A135 can be cons t ruc t ed as a combina t ion of 

a rectangle and t h e four th fundamenta l r ight t r iangle. T h e r e are two 

possibilities for "left or iented" right triangles. T h e y are demons t ra ted 

by Figs. 3(d) and 3(e) . 

Geometr ica l ly , it can be readi ly observed t h a t any t r iangle on the 

plane z = h wi th y > —h sin 8 can be cons t ruc ted from r ight t r iangles 

o r ien ted as shown in Figs. 3(c) , 3(d) and 3(e) . Since a n y polygon can 

by pr inc ip le b e expressed as a combina t ion of a finite n u m b e r of t r i 

angles, the fundamen ta l solutions can t h u s serve as "bui ld ing blocks" 

for solut ions wi th Ai being an a rb i t r a ry polygon. If A2 has curve 

boundary , it can be approximately to any degree of accuracy by a finite 

n u m b e r of a rectangle. T h e corresponding solut ion for t h e geometric 

t r a n s m i t t a n c e a n d abso rp t ance can therefore be a p p r o x i m a t e d ac

cura te ly as s u m a n d difference of a finite n u m b e r of f u n d a m e n t a l 

solut ions . 
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Optimum Cylindrical Pin Fin 

A. Sonn and A. Bar-Cohen1 

Introduction 
Cylindrical pin fins, shown in Fig. 1, are a common geometry for 

extended surfaces in applications ranging from evaporator coils in 
room air-conditioners to heat sinks for airborne electronic equipment. 
As with other fin geometries, weight and material-cost constraints 
often dictate that fin dimensions be optimized in such a manner that 
the least amount of material be used to dissipate a specified heat flow, 
or alternately that the highest dissipation rate be obtained from a 
given volume of fin material. It is the intent of this technical note to 
derive an expression for the diameter of the least-material cylindrical 
pin fin and to briefly explore the consequences of this optimiza
tion. 

x = b x=0 

Fig. 1 Cylindrical pin fin 

Analysis 
Following [1], the fin heat dissipation, or equivalently heat flow 

through the fin base, qb, can be expressed as 

qb=k-D2 — 
4 ax 

-D2km8b tanh mb (1) 

where the geometric variables are identified in Fig. 1, 6 equals the 
temperature difference between the fin surface and the ambient, k 
the fin thermal conductivity, h the convective heat transfer coefficient 
and m = (ih/kD)1'2. 

To determine the optimum fin dimensions, it is convenient to define 
a fin volume parameter, Vp, equal to D2b, and express equation (1) 
in terms of D and V„ as 

= - db(khD^'2 tanh \2Vp(h/kD&)1'2} (2) 

For a fixed fin volume or mass, Vp is constant and, in the absence of 
variations in 8b, k and h, the heat flow through the fin base is de
pendent only on the diameter, D. 

Differentiating equation (2) with respect to D and evaluating at the 
point where the derivative vanishes, i.e., 

— = - Qb(kh)^ -D1'2 tanh \2Vp(h/kD5V'2) 
dD 2 [2 

- hVp(h/kDi)l'i sech2 \2VpWkD6)1'2}] = 0 (3) 

and inserting ft s 2VP {h/kD5) ^2, yields 

1 Department of Mechanical Engineering, Ben-Gurion University of the 
Negev, Beer Sheva, Israel. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received at ASME Headquarters February 
10,1981. 

tanh ft = - f t sech2 ft (4) 

Or, following the appropriate trigonometric substitution 

sinh2ft=-(2ft) (5) 

Equation (5) is a transcendental equation in ft and can be solved 
by trial and error to yield the root ft = 0.919296 and the optimum fin 
diameter as 

D o p t = 1.366 (hVpVk)1'5 = 4.73 hb2/k (6) 

Using this relation, the heat dissipation of the optimum pin fin is 
found as 

<?oPt = H-736 6b hW/k (7) 

Discussion 
Due to the identity in the form of the governing differential equa

tions for the cylindrical pin fin and the longitudinal fin of rectangular 
profile (e.g., [1]), it is interesting to compare the optimum performance 
and dimensional relations of these two fins. In performing such a 
comparison, it must be recalled that while the fin parameter m2 is 
nearly the same for both fins (4h/kD for the pin fin and ih/k (25) for 
the longitudinal rectangular fin), the pin fin volume, of importance 
in the optimizing relation, is dependent on the square of the diameter 
while the longitudinal, rectangular fin volume is linearly dependent 
on 5. As a consequence, the optimization procedure yields different 
optimum values of the mb product and fin efficiency for each of these 
two cases. 

The Optimum mb Product. A closer examination of the three 
fin parameters: m, Vp, and ft reveals that ft is equal to mb—a 
common parameter in fin analysis. The optimum mb product for the 
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cylindrical pin was found to be 0.9193 which is, thus, substantially 
lower than the (mb)opt value of 1.4192 for the longitudinal rectangular 
fin [1]. 

Due to the similarity in the governing equation, it is not uncommon 
to find the optimum pin fin diameter evaluated on the basis of the 
optimum mb for the longitudinal fin. Such an erroneous calculation 
yields a Dopt value only 42 percent of the correct optimum pin fin 
diameter. 

Fin Efficiency. The pin efficiency, -n, defined as the ratio of the 
heat actually transferred by the fin to the heat transferred by an ideal 
isothermal (at the base temperature) fin, can be expressed as 

tanh |8S 

The Tjopt for the cylindrical pin fin is thus found to equal 0.7893, 
considerably higher than the 0.627 t]opt for the longitudinal rectan
gular profile fin. 

R e f e r e n c e 
1 Kern, D. Q., and Kraus, A. D., Extended Surface Heat Transfer, McGraw 

Hill, New York, 1972. 

Heat Transfer from a Cone 
Spinning in a Corotating Fluid 

N. R. Vira1 and Dah-Nien Fan2 

N o m e n c l a t u r e 
Cp = specific heat at constant pressure 
E = uvsma/Cp(To - T„) for cone (a = ir/2 

for disk) 
F, G, H = velocity-similarity variables de

fined by equation (1) 
hr = local heat transfer coefficient for disk 
hx — local heat transfer coefficient for cone 
n = exponent in equation (3) 
Nu r = local Nusselt number for rotating disk, 

rhr/k 
Nor = local Nusselt number for spinning 

cone, xhx/k 
Pr = Prandtl number, p.Cp/k 
Qn = dimensionless temperature 
r = radial co-ordinate for disk 
Re r = local Reynolds number for disk, 

o>r2/v 
Rex = local Reynolds number for cone, co 

s'max2/v 
s = ratio of angular speeds, x/co 
T = temperature 
Tn = constant temperature (see equation 

(3)) 
T„ = ambient temperature, a constant 
u, v, w = velocity components in x, y and z 

directions, respectively 
x = coordinate along cone generator 
z = coordinate normal to cone surface 
a = semi-vertex angle of cone 
<5„ = thickness of viscous boundary-layer 
k = thermal conductivity 
v = kinematic viscosity 
p = density 
X = angular velocity of fluid at infinity 
co = angular velocity of cone or disk 
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OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 1,1980. 

I n t r o d u c t i o n 
The present note reports an application of the heat transfer solution 

of the generalized von Karman rotating disk flow [1] to that of a cone 
spinning in a corotating fluid. 

The similarity between the laminar flow velocity fields of the von 
Karman rotating disk flow and the boundary layer flow near a, spin
ning core was pointed out by Wu [2]. This similarity is extended to 
include an ambient coaxial rotations of the fluid. A corresponding 
extension of the similarity in associated convective heat tranfer 
problems due to Tien [3] is derived in detail. Solutions for both iso
thermal and prescribed (power function) surface temperature vari
ations are obtained with viscous heating in the boundary layer. 
Limitations to the heat-transfer solution of the spinning cone problem 
under the boundary layer approximation are delineated by a critical 
examination of the exact solution of the rotating-disk (a = 7r/2) 
problem. 

A n a l y s i s 
Velocity Field. The mathematical formulation for the present 

problem is parallel to that of [3] except that the pressure-gradient 
term, — x2x sin2a, should be added to the right-hand side of the x-
momentum equation and the boundary condition.v(x, °°) should be 
equal to xx sina. 

The velocity-similarity variables are defined by 

u = (co x sina) F(z*), 

v = (co x sina) G(z*), (1) 

w = (co v sina)1 '2 H(z*) 

where, 

x* = (co/c)1'2 x sina 

z* - (a> sina/v)1 '2 z 

The functions F, G and H satisfy a set of ordinary-differential 
equations identical to those governing the generalized von Karman 
rotating-disk flows with corotating ambient fluid. The same holds for 
the transformed boundary condutions. Thus, the velocity field in the 
boundary layer of a cone spinning in a corotating fluid is obtainable 
from that of the generalized rotating-disk flow first obtained by 
Rogers and Lance [4]. 

Temperature Field. Under boundary-layer approximation the 
energy equation after substituting the similarity functions for the 
velocity components is 

. a T , : dT k d 2 T 
wx a n a F- 1- Vcoy sina H -

dx dz pCp dz* 

co3 sin3a „ 
= x2(G'2 + F'2) (2) 

Cp 

The inhomogeneous term in equation (2) represents heating by vis
cous dissipation. The prime denotes differentiation with respect to 
z*. 

The boundary condition at the cone surface is taken to be 

N 
T(x,0) = t, (to sina/v)n'2 xnTn (3) 

71 = 0 

As z* approaches infinity the temperature approaches a constant 

T(x, ») = T„ (4) 

Note that Tn, n = 0, 1, 2 , . . . N, can be positive or negative. 
Following the method suggested in [1], it can be easily shown that 

the temperature and the local Nusselt number are, respectively, given 
by 

~ " = Qo(z*) + Re, EQ2(z*) 
1 o _ 1 •= 

+ E Rex"/2L T" )&(**) (5) 
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I n t r o d u c t i o n 
The present note reports an application of the heat transfer solution 

of the generalized von Karman rotating disk flow [1] to that of a cone 
spinning in a corotating fluid. 

The similarity between the laminar flow velocity fields of the von 
Karman rotating disk flow and the boundary layer flow near a, spin
ning core was pointed out by Wu [2]. This similarity is extended to 
include an ambient coaxial rotations of the fluid. A corresponding 
extension of the similarity in associated convective heat tranfer 
problems due to Tien [3] is derived in detail. Solutions for both iso
thermal and prescribed (power function) surface temperature vari
ations are obtained with viscous heating in the boundary layer. 
Limitations to the heat-transfer solution of the spinning cone problem 
under the boundary layer approximation are delineated by a critical 
examination of the exact solution of the rotating-disk (a = 7r/2) 
problem. 

A n a l y s i s 
Velocity Field. The mathematical formulation for the present 

problem is parallel to that of [3] except that the pressure-gradient 
term, — x2x sin2a, should be added to the right-hand side of the x-
momentum equation and the boundary condition.v(x, °°) should be 
equal to xx sina. 

The velocity-similarity variables are defined by 

u = (co x sina) F(z*), 

v = (co x sina) G(z*), (1) 

w = (co v sina)1 '2 H(z*) 

where, 

x* = (co/c)1'2 x sina 

z* - (a> sina/v)1 '2 z 

The functions F, G and H satisfy a set of ordinary-differential 
equations identical to those governing the generalized von Karman 
rotating-disk flows with corotating ambient fluid. The same holds for 
the transformed boundary condutions. Thus, the velocity field in the 
boundary layer of a cone spinning in a corotating fluid is obtainable 
from that of the generalized rotating-disk flow first obtained by 
Rogers and Lance [4]. 

Temperature Field. Under boundary-layer approximation the 
energy equation after substituting the similarity functions for the 
velocity components is 

. a T , : dT k d 2 T 
wx a n a F- 1- Vcoy sina H -

dx dz pCp dz* 

co3 sin3a „ 
= x2(G'2 + F'2) (2) 

Cp 

The inhomogeneous term in equation (2) represents heating by vis
cous dissipation. The prime denotes differentiation with respect to 
z*. 

The boundary condition at the cone surface is taken to be 

N 
T(x,0) = t, (to sina/v)n'2 xnTn (3) 

71 = 0 

As z* approaches infinity the temperature approaches a constant 

T(x, ») = T„ (4) 

Note that Tn, n = 0, 1, 2 , . . . N, can be positive or negative. 
Following the method suggested in [1], it can be easily shown that 

the temperature and the local Nusselt number are, respectively, given 
by 

~ " = Qo(z*) + Re, EQ2(z*) 
1 o _ 1 •= 

+ E Rex"/2L T" )&(**) (5) 
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Nu* = -Rex 1 ' 2 Qo'(O) + Re* EQ2'(0) 

+ Z Re*n/2, 
n=l \To — T„ 

T„ 
Qn'lO) li+kRe*ni^M m 

where Q„ and Q2 satisfy the following differential equations 

nFQn + HQn'-(l/Pr)Qn"=0 

2FQ2 + HQ2' - (1/Pr) Q2" = G'2 + F ' 2 (7) 

with boundary conditions 

Q„(0) = 1 and §2(0) = 0 

Q„(») = Q2(-,) = 0 (8) 

The initial slopes of Q2 and Qn functions in equation (6) for N i 
3 were tabulated in [1] as Q22u'(0) and Qnnb'iO), respectively. Ranges 
of parameter values investigated in [1] were 10~2 < Pr < 103 and 0 < 
s < 1. It was concluded there that the function Qn (z*) cannot be found 
when s > 1. Equations (5) and (6), clearly, delineate the dependence 
of T and Nu* on the dimensionless parameters Re*, E, Pr and s. The 
former two appear explicitly, while the latter two appear implicitly 
in the Qn's. Parameters arising from the boundary conditions appear 
as scale factors in the corresponding Q„'s. 

Isothermal Case. Nu* in isothermal case can be obtained from 
equation (6) by letting T„ = 0, n = 1, 2 , . . . , N as 

Nu* = -Re I
1/2[Qo'(0) + RexEQ2'(0)] (9) 

Note that E can be positive or negative depending upon the sign of 
To — T„. It can be seen from equation (9) that the product lRexE in
dicates the relative importance of internal viscous heating to an ex
ternally imposed temperature difference. In the neighborhood of the 
cone tip, viscous heating has a negligible effect in comparison to that 
of the imposed temperature differences; while far away downstream 
the viscous-heating contribution overshadows that from the tem
perature difference. This is clearly shown in Fig. 1 and the following 
observations can be made: 

(a) E = 0 (No viscous heating or infinite imposed temperature 
difference). In the absence of viscous heating the Nusselt number 
increases monotonically with Re* for a given s. For a given Re*, the 
Nusselt number decreases with increasing s reflecting a lessening in 
fluid convection. The curve s = 0 (no ambient fluid rotation) corre
sponds to Tien [3] and Hartnett and Deland [5]. 

(b) E > 0. Nu* increases with Re* initially, reaches a maximum 
value and then decreases with increasing Re* for a given s. The value 
of Re* where Nu* attains its maximum is given by 

Re.* = -
(MO) 

3EQ2'(0) 
(10) 

Note that Qo'(0) has a negative value whereas Q2'(0) is always positive. 
When Re* < Re**, the heat transfer due to the imposed boundary 
condition (Qo'(0)) dominates over that due to viscous heating (Q2'(0)), 
and heat is transferred from the cone to the fluid. When Re* > Re**, 
Q2'(0) becomes more important than Qo'(0). Eventually for suffi
ciently large Re* heat due to viscous dissipation is transferred from 
the fluid to the cone and Nu* becomes negative even though the cone 
surface temperature remains higher than the temperature of fluid at 
infinity. 

It should be remarked that for a given E the transition of Nu* from 
positive to negative occurs at increasing Re* with increasing s. It 
means the curves with higher values of s will cross those with lower 
values of s as Re* increases. This behavior is clearly exhibited in Fig. 
1 for the case E = 10 - 4 . For E = 10~3 the cross-over occurs at Re* < 
103. 

(c) E < 0. The condition E < 0 implies that T0 - T„ is negative. 
Thus the sum in the right-hand side of equation (9) is always negative 
and results in a positive Nu* which increases monotonically with Re*. 
Physically the imposed boundary condition and the viscous heating 
cooperatively cause heat to be transferred from the fluid to the cone. 
This is shown in Fig. 1 for the case E = 10~3. The Nusselt number 

<1(P,0.0) 
y U1D ',0.J) 

s-0.0 \u<r3A4> , \ vioAp.m \ 
\ •, (10-10.6) ( l t rJ_0 o, 

<E"0. s-0) 
(0.0.1) 
(0,0.6) 

103 
4 6 8 rf 

LOCAL REYNOLDS N W E P , H- x 

Fig. 1 Variation of Nu, wilh Re, for an isothermal cone at Pr = 10 (—10~3 

< E < 10 - 3 and 0 < s < 0.8) 

decreases with increasing s for a fixed Re*. The reduction results from 
the decrease of viscous dissipation at a given x with increasing s. 

Limitations to the Solution of Boundary Layer Equations. The 
heat transfer results presented above are valid under the boundary-
layer approximation. To examine critically the range of validity, the 
comparison with the exact solution of a spinning cone is necessary. 
Even though the exact solution corresponding to a spinning cone is 
not available, the limitations of the boundary-layer solution can be 
illustrated by a critical comparison of the exact and the boundary-
layer solutions for the rotating-disk flows [1]. Thus we conclude that 
the present results of a spinning cone are applicable only when the 
local Reynolds number is sufficiently large. The boundary-layer ap
proximation breaks down completely in the neighborhood of the cone 
tip. Furthermore, the solution to the boundary-layer equations de
teriorates when N is large or Pr is small. This can easily be seen by an 
order-of-magnitude analysis of the radial heat conduction term to that 
of normal heat conduction. Thermal boundary-layer approximation 
is valid provided x » N5a/\/p^, N > 2. 

The effect of boundary-layer approximation on viscous heating will 
now be illustrated by examining the exact solution of an isothermal 
spinning disk. The exact local Nusselt number for the isothermal disk 
is obtained from [1] as 

rh — 
Nu r = - p = - R e ^ l Q o r V W + E[Q02v'(0) 

k 

+ Qoo/(0)+Re rQ22„'(0)]) (11) 

The initial slopes Qoof/(0) and Q22i/(0) in [1] should be identified, 
respectively, here as Qo'(0) and <?2'(0). Qo2u(0) and Qoou'(O) are the 
contributions from the higher-order viscous heating to Nur. It is clear 
from equation (11) that for sufficiently small Re r the higher-order 
viscous heating can be more important than the boundary-layer vis
cous heating. The effect of this higher-order viscous heating becomes 
noticeable, however, only when E is not too small. Thus the higher-
order viscous heating neglected in the boundary-layer approximation 
can again invalidate the boundary-layer solution in the vicinity of the 
cone tip. The numerical values of Qoof/(0)> Qo2t/(0), Qoou'(O) and 
Q22u'(0) are comparable. This can be seen from the case Pr = 2.4 and 
s = 0. They are, respectively, -0.6161776, 0.683929, 0.8057361 and 
0.6314723. The case of Pr = 2.4 and s = 0 is of interest because there 
are some experimental data available from mass-diffusion experi
ments [7]. 

In Fig. 2, the solid curve with E = 0 corresponds to Sparrow and 
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Fig. 2 Variation of Nur with Rer for an isothermal disk at Pr = 2.4 and s = 
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Gregg [6]. It is not surprising that the experimental data fall closely 
to the E - 0 curve since the mass diffusion experiments presumably 
had no mass-source (thus no viscous heating) in the boundary layer. 
The correlation of the experimental data points by Koong and 
Blackshear [7] is shown to lie considerably above the exact result for 
E = Q. 

The dotted curve in Fig. 2 is the locus of maximum Nur that occurs 
at the Reynolds number 

Re * = 
Qoofc'(0)+£(Qo21/(0) + Qoo,/(0)) 

-3£Q2 2„'(0) 

It is interesting to note that when 

E> - — 
Qooi'(O) 

(12) 

(13) 
Qo2U'(0) + Qocu/(0) 

the Nur always remains negative (see equation (11)). This means that 
the heat is transferred from the fluid to the entire disk even when the 
disk surface temperature is higher than the temperature of fluid at 
infinity because of viscous heating. 
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Experimental Free Convection 
from an Inclined Cylinder 

Introduction 
This study was concerned with the experimental determination of 

free convective heat transfer from circular cylinders as the cylinders 
were varied from horizontal to vertical at angles a from the horizontal. 
Cylinders in axially horizontal and vertical positions have bouyancy 
forces only normal and parallel to their axes, respectively. In these 
two limiting cases, the flow past the cylinders and hence the heat 
transfer will be two-dimensional. Cylinders inclined from the hori
zontal will have flow patterns that are then three-diemsional. 

Many analytical and experimental studies have been done on cyl
inders both in the horizontal and vertical positions, see for example, 
references [1-5]. Typically cylinders in the horizontal positions are 
assumed to be infinitely long in the axial direction and hence the 
characteristic dimension is based upon the diameter. Cylinders in the 
vertical position with small angles of curvature are treated essentially 
as flat plates and the characteristic dimension is usually the length 
of the cylinder. Though the need for data correlations for inclined 
cylinders for applications, such as in the design of inclined solar ab
sorber tubing, would seem apparent, the topic has received less at
tention. 

Bosworth [6] performed several experiments on the convective loss 
from fine wires in water and glycerine inclined at various angles. 
Morgan [4] and Koch [7] performed similar fine wire experiments in 
air. Oosthiuzen [8] performed experiments on aluminum cylinders 
in air with relatively small ratios of L/D (8.0 to 16.0). 

Experimental Procedure 
Two methods were used to determine the free convective heat loss 

from 6061-T6 aluminum cylinders, as described below. Common to 
both methods of experiment were the cylinders of the dimensions as 
shown in Table 1. The arrangement of the cylinders is shown sche
matically in Fig. 1, where the cylinders were held by two Nylon 6,6 
insulating end pieces, 15.24 cm long and of the same diameter as the 
aluminum cylinders. 

Method 1. The first series of experiments were performed on solid 
6061-T6 aluminum cylinders in a manner similar to the experiments 
of Oosthiuzen [8]. Four holes of approximately 3.2 mm dia were drilled 
longitudinally at 90 deg intervals near the cylinder surface and a single 
hole drilled along the centerline. Three thermocouples were inserted 
into each of the holes, two placed at the cylinder ends and the other 
at the cylinder center to determine the average temperature of the 
cylinder. 

Cylinder 
Number 

1 
2 
3 

Table 1 Dimensions of cylinders 

Diameter, D 
cm 

2.54 
2.54 
2.54 

Length, L 
cm 

15.24 
22.86 
30.48 

Aspect Ratio 
L/D 

6.00 
9.00 

12.00 

Nylon rod 
2.54 X 15.24 cm 

Nylon rod 
Test Cylinder 

Fig. 1 Experiment schematic 
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Gregg [6]. It is not surprising that the experimental data fall closely 
to the E - 0 curve since the mass diffusion experiments presumably 
had no mass-source (thus no viscous heating) in the boundary layer. 
The correlation of the experimental data points by Koong and 
Blackshear [7] is shown to lie considerably above the exact result for 
E = Q. 

The dotted curve in Fig. 2 is the locus of maximum Nur that occurs 
at the Reynolds number 
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-3£Q2 2„'(0) 

It is interesting to note that when 

E> - — 
Qooi'(O) 

(12) 

(13) 
Qo2U'(0) + Qocu/(0) 

the Nur always remains negative (see equation (11)). This means that 
the heat is transferred from the fluid to the entire disk even when the 
disk surface temperature is higher than the temperature of fluid at 
infinity because of viscous heating. 
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references [1-5]. Typically cylinders in the horizontal positions are 
assumed to be infinitely long in the axial direction and hence the 
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matically in Fig. 1, where the cylinders were held by two Nylon 6,6 
insulating end pieces, 15.24 cm long and of the same diameter as the 
aluminum cylinders. 

Method 1. The first series of experiments were performed on solid 
6061-T6 aluminum cylinders in a manner similar to the experiments 
of Oosthiuzen [8]. Four holes of approximately 3.2 mm dia were drilled 
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into each of the holes, two placed at the cylinder ends and the other 
at the cylinder center to determine the average temperature of the 
cylinder. 

Cylinder 
Number 

1 
2 
3 

Table 1 Dimensions of cylinders 

Diameter, D 
cm 

2.54 
2.54 
2.54 

Length, L 
cm 

15.24 
22.86 
30.48 

Aspect Ratio 
L/D 

6.00 
9.00 

12.00 

Nylon rod 
2.54 X 15.24 cm 

Nylon rod 
Test Cylinder 

Fig. 1 Experiment schematic 

W. E. Stewart, Jr.1 
1 Assistant Professor, Department of Mechanical Engineering, University of 
Missouri-Kansas City, Kansas City, MO. Mem. ASME. 

Journal of Heat Transfer NOVEMBER 1981, VOL. 103 / 817 
Copyright © 1981 by ASME

  Downloaded 20 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The cylinders were then heated by an electric hot air blower to an 
average temperature of approximately 80°C. The cylinders were then 
allowed to cool and the transient change in temperature was measured 
with a strip chart recorder. The length of time, At, required for the 
cylinders to cool between average temperatures of 70 and 60°C was, 
depending upon the angle of inclination, typically on the order of 360 
s. The rate of heat loss was then approximated as: 

(AT ) 
h = mCp±—^-/A(ATa) 

(At) 

where m = cylinder mass; ATC = change in average cylinder tem
perature in time step At; A T - = difference between time averaged 
cylinder and ambient temperatures; Cp = specific heat of cylinder; 
and A = surface area of cylinder. (1) 

Surface temperatures in the calculation of AT„ in equation (1) were 
assumed to be the average of the temperatures measured near the 
surface in the longitudinal holes, approximately 2.5 mm from the 
outside surface. Differences in average surface temperature and 
centerline temperature were only on the order of 1°C. This small 
difference is to be expected since the ratio of heat transfer coefficient 
to conductivity was small. The Biot number, hD/4kc, typically on the 
order of .0001, was small and hence the difference between the mea
sured and actual surface temperature should be small. Additionally, 
temperatures measured throughout the cylinders only varied by a few 
degrees. 

Method 2. Hollow 6061-T6 aluminum tubes with 1.59 mm wall 
thickness were used in this series of experiments of the same dimen
sions as for Method 1 and as listed in Table 1. These tests differed 
from Method 1 in that the cylinders were subjected to a constant heat 
flux, but similar experimental results should be expected. 

Thermocouples were attached only to the inside surface of the cy
lindrical tubes, spaced along the length of each tube as in Method 1. 
A nichrome wire heating element was encapulated in a glass tube and 
placed along the center line of each aluminum tube. The gap between 
the glass and aluminum tube was filled with a heat transfer cement. 
As in Method 1 the cylinders were held with nylon end pieces mounted 
in a moveable frame for data collection at various angles of inclina
tion. 

A direct current (d-c) power supply was used to provide current to 
the nichrome wire and heat the cylinder. The d-c voltage and current 
were measured to determine the heat input, Q, of the cylinder, as
sumed to be uniform along the cylinder length. 

With a given heat input, surface temperatures were allowed to come 
to equilibrium. The average of measured surface temperatures was 
then used as the average surface temperature, nominally near 70°C. 
The heat transfer coefficient was then calculated by: 

h (2) 
A(AT„) 

where A is the cylinder surface area. 
Heat losses other than by free convection for both methods would 

be due to radiation from the cylinder and end losses through the nylon 
end pieces. Estimates of radiation losses from the cylinders to the 
chamber walls based upon average surface temperature varied be
tween 4.5 and 5 percent. The necessary corrections were made to 
equations (1) and (2) to account for the radiation losses. 

For both methods solid nylon cylinders were used to support the 
aluminum cylinders. Temperature distributions within the nylon rods 
were not measured and hence the heat loss through the ends of the 
aluminum cylinders is difficult to estimate. The ratio of thermal 
conductivities of aluminum 6061-T6 and extruded nylon is over 700. 
Once the aluminum cylinders reached a steady-state condition in both 
methods, the nylon rods were assumed to have reached steady-state 
also. Considering the large difference in conductivities, it has been 
assumed that the heat loss through the nylon rods was negligible. 

D i s c u s s i o n and R e s u l t s 
The results of the experimental work are presented in terms of 

Nusselt number, Rayleigh number, angle of inclination and aspect 

ratio. Fluid properties were based upon the average of the measured 
cylinder surface temperature and the ambient temperature. 

The ratio of Nusselt number based upon cylinder diameter at an 
angle of inclination to that determined at the horizontal position is 
shown in Fig. 2. Figure 2 shows the difference between results for very 
large and small aspect ratio cylinders. The data of [4] and [7] are for 
thin heated wires of large aspect ratio and that of [8] are for short 
cylinders of small aspect ratio. The variation of the ratio of Nusselt 
numbers with a decreases dramatically, for thin wires, [1], but will 
have some relatively large value at a = 90 deg for short cylinders as 
indicated by [8] and the results of this experiment. 

Morgan [1] correlated the results of many investigations for both 
horizontal and vertical cylinders. The suggested correlation for hor
izontal cylinders is the same as that originally developed by McAdams 
[11] as: 

NuD = 0.53 (RaD)0-26,104 < RaD < 108 (3) 

More recent correlations such as that of Faud, etal. [12], have shown 
that equation (3) relates NUB to Rao as well as any of the more recent 
correlations developed, for the range of Ran concerned. A similar 
correlation [13] for vertical cylinders for small aspect ratios has been 
given as: 

N u t = 0.555 (RaL)0-26,104 < RaL < 108 (4) 

Equation (4) can be modified by substitution of the aspect ratio to 
yield NUD for vertical cylinders, 

Nu D ( a = 90 deg) = 0.555 (RaD D/L)0-25 (5) 

As noted in Fig. 2, the initial variation of NUD follows that of a hori
zontal cylinder 

Nurj {a small) a; 0.53 (Rarj cos a)0 (6) 

while for large values of a, the NUD should approach values given by 
equation (5). Considering the limiting cases of equations (3) and (5), 
the following equation was developed to approximate the variation 
in NUD with inclination and aspect ratio. 

Nu D (« , DIL) = 0.53 (RaD cos a)0-25 

+ 0.555(RaD D/L)°-2S (1 - (cos a)0-26) (7) 

Equation (7) satisfies equation (3) for a = 0 deg and equation (5) for 
a = 90 deg and provides for a linear correlation of NUD between the 
horizontal and vertical position. 

40 
ex - Degrees 

Fig. 2 Variation of Nusselt Number with angle of inclination 
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Equation (7) can be arranged to: 

NuD /(RaD cos a)0-26 = 0.53 + 0.555[D/(L cos a))0-25 - (D/L)a26] 

(8) 

Data obtained from the experiments are correlated to equation (8) 
in Fig- 3. The data fits the correlation fairly well, within 10 per
cent. 

Conclusions 
For inclined cylinders of small aspect ratios, the Nusselt number 

for free convective heat transfer can be approximated by equation (8). 
The experimental results indicate reasonable agreement to the pre
dicted results. The correlation of equation (7) also yields results for 
horizontal and vertical cylinders as predicted in previous publica
tions. 

1.0 
CYL1 o Method 1, 
- 2 A 
- 3 D 

0.0 

Fig. 3 Correlated results of experimental data 
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Laminar Free Convection 
Boundary Layer Heat Transfer 
over Non-Isothermal Surface 

F. N. Lin1 

S. Y. Chern2 

1. I n t r o d u c t i o n 
In a recent paper by Lin and Chao [1], the predictive capabilities 

of various series solution methods for laminar free convection 
boundary layer heat transfer over isothermal circular and elliptical 
cylinders were assessed. It was found that the solution method re
ported in [2] can predict accurate heat transfer results for not only 
circular cylinder, but also elliptical cylinder, in either slender or blunt 
configuration. 

In this paper we shall extend the solution method reported in [2] 
to the treatment of nonisothermal objects. The additional universal 
fractions associated with the method will be tabulated for Pr = 0.72 
and 100. The method will be applied to a non-isothermnal, horizontal, 
circular cylinder with the dimensionless wall temperature function 
S = 1 - 0.25 (x/R)2 + 0.125 (x/fl)4. 

2. A n a l y s i s and R e s u l t s 
Consider the steady, laminar, free convection boundary layer flow 

over two-dimensional or rotationally symmetrical bodies of non
uniform surface temperature Tw(x) situated in an infinite ambient 
fluid of undisturbed temperature T„, as illustrated in Fig. 1 [2]. The 
governing conservation equations are well known and were given by 
equations (1-3) in [2], They can also be recast into equations (10-12) 
in [2] by the same stretched coordinates, except that 9 in equations 
(11) and (12) in [2] is now replaced by SQ, and the temperature dif
ference in Gr is now taken as |T w o — T „ | . The dimensionless wall 
temperature function S is such that 

Tw (x) - T„ = (Tw0 - T„) S (x) (1) 

where TWQ is the local wall temperature at the stagnation point, x = 
0. Clearly, S = 1 for isothermal objects. The boundary conditions (13a, 
b, c) and (14a, b) in [2] remain unchanged. As was stated in [2], one 
needs only to set r = 1 for two-dimensional bodies. 

Replacing 4> in equation (15c) in [2] by 4>S and using the coordinate 
transformation indicated by equations (16a,b), (17a, b) and (18) in 
[2], it can be shown that the momentum equation can be transformed 
to equation (21) in [2]. However, the configuration function A is now 
redefined as 

r2U3 (2) 

Further, it can be demonstrated that the energy equation now takes 
the form 

wherein 

Pr-W+fB' -uf'Q =2£ 

dS_ 

2£ dx 

"r~nj~s 

d(9,/) 
(3) 

(4) 

Clearly, <x> = 0 for isothermal bodies. The associated boundary con
ditions expressed by equation (23a, b, c) and (24a, b) in [2] remain 
unaltered. 

To minimize the number of parameters affecting the universal 
function, we expand the a> function into the following series 

, M „dA d 2 A 
« (?) = «~77<'>i + < T77 ' °2 + -

at, a ^ 
(5) 
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Equation (7) can be arranged to: 

NuD /(RaD cos a)0-26 = 0.53 + 0.555[D/(L cos a))0-25 - (D/L)a26] 

(8) 

Data obtained from the experiments are correlated to equation (8) 
in Fig- 3. The data fits the correlation fairly well, within 10 per
cent. 

Conclusions 
For inclined cylinders of small aspect ratios, the Nusselt number 

for free convective heat transfer can be approximated by equation (8). 
The experimental results indicate reasonable agreement to the pre
dicted results. The correlation of equation (7) also yields results for 
horizontal and vertical cylinders as predicted in previous publica
tions. 
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Laminar Free Convection 
Boundary Layer Heat Transfer 
over Non-Isothermal Surface 

F. N. Lin1 

S. Y. Chern2 

1. I n t r o d u c t i o n 
In a recent paper by Lin and Chao [1], the predictive capabilities 

of various series solution methods for laminar free convection 
boundary layer heat transfer over isothermal circular and elliptical 
cylinders were assessed. It was found that the solution method re
ported in [2] can predict accurate heat transfer results for not only 
circular cylinder, but also elliptical cylinder, in either slender or blunt 
configuration. 

In this paper we shall extend the solution method reported in [2] 
to the treatment of nonisothermal objects. The additional universal 
fractions associated with the method will be tabulated for Pr = 0.72 
and 100. The method will be applied to a non-isothermnal, horizontal, 
circular cylinder with the dimensionless wall temperature function 
S = 1 - 0.25 (x/R)2 + 0.125 (x/fl)4. 

2. A n a l y s i s and R e s u l t s 
Consider the steady, laminar, free convection boundary layer flow 

over two-dimensional or rotationally symmetrical bodies of non
uniform surface temperature Tw(x) situated in an infinite ambient 
fluid of undisturbed temperature T„, as illustrated in Fig. 1 [2]. The 
governing conservation equations are well known and were given by 
equations (1-3) in [2], They can also be recast into equations (10-12) 
in [2] by the same stretched coordinates, except that 9 in equations 
(11) and (12) in [2] is now replaced by SQ, and the temperature dif
ference in Gr is now taken as |T w o — T „ | . The dimensionless wall 
temperature function S is such that 

Tw (x) - T„ = (Tw0 - T„) S (x) (1) 

where TWQ is the local wall temperature at the stagnation point, x = 
0. Clearly, S = 1 for isothermal objects. The boundary conditions (13a, 
b, c) and (14a, b) in [2] remain unchanged. As was stated in [2], one 
needs only to set r = 1 for two-dimensional bodies. 

Replacing 4> in equation (15c) in [2] by 4>S and using the coordinate 
transformation indicated by equations (16a,b), (17a, b) and (18) in 
[2], it can be shown that the momentum equation can be transformed 
to equation (21) in [2]. However, the configuration function A is now 
redefined as 

r2U3 (2) 

Further, it can be demonstrated that the energy equation now takes 
the form 

wherein 

Pr-W+fB' -uf'Q =2£ 

dS_ 

2£ dx 

"r~nj~s 

d(9,/) 
(3) 

(4) 

Clearly, <x> = 0 for isothermal bodies. The associated boundary con
ditions expressed by equation (23a, b, c) and (24a, b) in [2] remain 
unaltered. 

To minimize the number of parameters affecting the universal 
function, we expand the a> function into the following series 

, M „dA d 2 A 
« (?) = «~77<'>i + < T77 ' °2 + -

at, a ^ 
(5) 
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Thus, the appropriate series solutions are: 

fit v) = /o(A, JJ) + £ 37l/i(A, u) + o)iF12(A, „)] 

,d2A, 

d|2 + ^2 3^7 [/2<A,»/) + a>iF22(A, v) + W2F23(A, r,)] 

(6) 

d(t ij) = 6o(A, ij) + f 37[ex(A, ij) + «iHi2(A, ij)] 
d£ 

ulated once for all. In addition, they are all linear and do not depend 
upon (/i, di) or (/2, 62). 

The foregoing three sets of coupled differential equations have been 
numerically integrated for Pr = 0.72 and 100 and for 26 values of A 
ranging from 1.4 to 2/7. A tabulation of the appropriate wall deriva
tives is given in Tables 1 and 2. 

In technological applications, it is often the surface heat flux qw that 
is of the greatest interest. In terms of the local Nusselt number, it is 
given by 

Nu 
,d2A, 

d£2 

qmL 

+ ? - ^ [92(A> ^ + wiH22(A, v) + u)2H23(A, r,)} Gri/4 Gr1'ik(.Tw0-T„) 
= rUS (20~m ae 

(€.0) 

(11a) 

+ — (7) where 

^ (t 0) = e0'(A, 0) + £ ̂  [Gj'fA, 0) + wxffu'fA, 0)] 

d2A 
+ £2 37T [62' (A, 0) + Wlff22'(A, 0) + co2ff23'(A, 0)] 

+ -— (lib) 

Equations (11a) and ( l ib) and Tables 1 and 2 together with the 
tables given in the Appendix in [2] constitute a simple and rapid 
procedure for calculating the local heat transfer rate over a non-iso
thermal surface. 

It can be readily established that the functions (/o, 6o), (/i, 6i) and 
(/2> ©2) are governed by equations (28) to (37 a,b) in [2]. They are 
universal and have been tabulated in [2] for a wide range of A 
values. 

The functions (F i 2 , Hi2), (F22, H22) and tF23, H23) are, respectively, 
governed by the following equation sets: 

I F12'" + /o F12" + 3f0"Fu ~ 2(A + 1) f0'F12' + AH12 = 0 (8a) 

P r-!H12" + foH12''- 2/o'H 12 - 390T1 2 = / 0 '9 0 (8b) 

F12(A, 0) = F12'(A, 0) = H12(A, 0) 

= Fi2 '(A, 00) = H12(A, 00) = 0 (8c) 

( F22'" + faF22" + 5fo"F22 - 2(A + 2) f0'F22' 

+ AH22 = 2 ifo'Fu' ~ fo"Fu) (9a) 

P r " 1 if22* + foH22' - 4/o'if22 + 5e 0 ' P 2 2 

= 2(/0'ffi2 - Qo'Fvd Ob) 

P22(A, 0) = i?22'(A, 0) = if22(A, 0) = P22'(A, 00) 

= if22(A, ») = 0 (9c) 

and, 

( P23'" + /0P23" + 5/o"P23 - 2(A + 2) f0'F23' + Aif2'3 = 0 (10a) 

Pr-
1if23" + /oif23' - 4/0'if23 + 5e0'P23 = fo% (10b) 

P23(A, 0) = P23'(A, 0) = if23(A, 0) = P23'(A, ») 

= if23(A, «.) = 0 (10c) 

Like other functions, they depend on Pr and A only and can be tab- Fig. 1 Variation of S and A over circular cylinder 

Table 1. Wall derivatives of universal functions for P r = 0.72 

X/R DECREE FROM STAGNATION 

A 

1.40 
1.20 
1.00 
0.99 
0.98 
0.97 
0.95 
0.93 
0.90 
0.85 
0.80 
0.75 
0.70 
2/3 
0.65 
0.60 
0.57 
0.55 
0.54 
0.53 
0.52 
0.51 
0.50 
0.40 
0.30 
2/7 

Pi2"(A,0) 

-0.05568 
-0.05114 
-0.04605 
-0.04578 
-0.04550 
-0.04523 
-0.04468 
-0.04411 
-0.04326 
-0.04179 
-0.04028 
-0.03870 
-0.03707 
-0.03595 
-0.03538 
-0.03362 
-0.03252 
-0.03178 
-0.03140 
-0.03102 
-0.03064 
-0.03025 
-0.02986 
-0.02573 
-0.02114 
-0.02043 

H12' (A, 0) 

-0.15582 
-0.15138 
-0.14615 
-0.14586 
-0.14557 
-0.14528 
-0.14469 
-0.14408 
-0.14315 
-0.14152 
-0.13980 
-0.13798 
-0.13604 
-0.13467 
-0.13397 
-0.13174 
-0.13032 
-0.12933 
-0.12883 
-0.12831 
-0.12779 
-0.12726 
-0.12672 
-0.12070 
-0.11317 
-0.11192 

P22" (A, 0) 

0.01967 
0.01835 
0.01680 
0.01671 
0.01663 
0.01654 
0.01636 
0.01619 
0.01591 
0.01544 
0.01495 
0.01443 
0.01389 
0.01351 
0.01331 
0.01271 
0.01233 
0.01207 
0.01194 
0.01181 
0.01167 
0.01154 
0.01140 
0.00992 

' 0.00824 
0.00797 

if22' (A, 0) 

0.03004 
0.02921 
0.02823 
0.02817 
0.02812 
0.02806 
0.02795 
0.02783 
0.02766 
0.02735 
0.02703 
0.02668 
0.02631 
0.02606 
0.02592 
0.02550 
0.02523 
0.02504 
0.02494 
0.02485 
0.02475 
0.02465 
0.02454 
0.02339 
0.02195 
0.02171 

P23"(A,0) 

-0.03602 
-0.03279 
-0.02925 
-0.02907 
-0.02888 
-0.02869 
-0.02831 
-0.02793 
-0.02734 
-0.02635 
-0.02533 
-0.02427 
-0.02319 
-0.02244 
-0.02207 
-0.02091 
-0.02019 
-0.01970 
-0.01946 
-0.01921 
-0.01896 
-0.01871 
-0.01846 
-0.01581 
-0.01290 
-0.01246 

if23' (A, 0) 

-0.12577 
-0.12217 
-0.11793 
-0.11769 
-0.11746 
-0.11722 
-0.11674 
-0.11625 
-0.11549 
-0.11417 
-0.11278 
-0.11130 
-0.10973 
-0.10862 
-0.10805 
-0.10624 
-0.10509 
-0.10429 
-0.10388 
-0.10347 
-0.10304 
-0.10261 
-0.10218 
-0.09730 
-0.09121 
-0.09020 

820 / VOL 103, NOVEMBER 1981 Transactions of the AS ME 

Downloaded 20 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 2. Wall derivatives of universal functions for Pr = 100 

A 

1.40 
1.20 
1.00 
0.99 
0.98 
0.97 
0.95 
0.93 
0.90 
0.85 
0.80 
0.75 
0.70 
2/3 
0.65 
0.60 
0.57 
0.55 
0.54 
0.53 
0.52 
0.51 
0.50 
0.40 
0.30 
2/7 

F12" (A, 0) 

-0.03732 
-0.03337 
-0.02921 
-0.02900 
-0.02878 
-0.02857 
-0.02814 
-0.02770 
-0.02705 
-0.02594 
-0.02481 
-0.02366 
-0.02249 
-0.02170 
-0.02130 
-0.02008 
-0.01933 
-0.01883 
-0.01857 
-0.01832 
-0.01806 
-0.01781 
-0.01755 
-0.01488 
-0.01202 
-0.01159 

Hw" (A, 0) 

-0.54961 
-0.52917 
-0.50593 
-0.50468 
-0.50341 
-0.50214 
-0.49957 
-0.49695 
-0.49295 
-0.48605 
-0.47882 
-0.47125 
-0.46328 
-0.45773 
-0.45487 
-0.44595 
-0.44032 
-0.43644 
-0.43447 
-0.43246 
-0.43042 
-0.42836 
-0.42626 
-0.40331 
-0.37550 
-0.37098 

F22"(A,0) 

0.01215 
0.01088 
0.00954 
0.00947 
0.00940 
0.00933 
0.00919 
0.00905 
0.00884 
0.00848 
0.00811 
0.00774 
0.00736 
0.00711 
0.00697 
0.00658 
0.00634 
0.00617 
0.00609 
0.00601 
0.00592 
0.00584 
0.00576 
0.00488 
0.00395 
0.00381 

H22" (A, 0) 

0.10807 
0.10401 
0.09940 
0.09915 
0.09891 
0.09865 
0.09814 
0.09763 
0.09683 
0.09547 
0.09404 
0.09255 
0.09097 
0.08988 
0.08931 
0.08755 
0.08644 
0.08568 
0.08529 
0.08489 
0.08449 
0.08408 
0.08367 
0.07915 
0.07368 
0.07279 

F23" (A, 0) 

-0.02517 
-0.02249 
-0.01967 
-0.01953 
-0.01938 
-0.01924 
-0.01895 
-0.01865 
-0.01821 
-0.01746 
-0.01669 
-0.01592 
-0.01513 
-0.01459 
-0.01432 
-0.01350 
-0.01299 
-0.01266 
-0.01248 
-0.01231 
-0.01214 
-0.01197 
-0.01179 
-0.00999 
-0.00807 
-0.00778 

H22' (A, 0) 

-0.44155 
-0.42516 
-0.40652 
-0.40552 
-0.40451 
-0.40349 
-0.40142 
-0.39933 
-0.39612 
-0.39058 
-0.38478 
-0.37870 
-0.37231 
-0.36785 
-0.36556 
-0.35840 
-0.35388 
-0.35077 
-0.34918 
-0.34757 
-0.34593 
-0.34427 
-0.34259 
-0.32416 
-0.30182 
-0.29819 
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Conduction Shape Factors for 
Certain Multi-Hole Prismatic 
Bars1 

A. K. Naghdi2 

Introduction 
On the basis of the two recent investigations [1, 2], the shape factors 

per unit length for the cases of steady-state heat flow in infinitely long 
cylinders are calculated. Comprehensive and accurate results are 
presented for the following two cases: (o) a circular cylinder with a 
row of equally spaced circular cavities, (b) a rectangular cross-section 
prismatic bar with two symmetrical holes (see Pigs. l(a, b)). In both 
cases it is assumed that the inner and outer temperatures are uniform 
and that the thermal conductivity is a constant. 

Analysis 
In recent years a few authors have investigated the problem of 

steady-state heat conduction in a circular cylinder with one or several 
circular cavities. Among these authors are El-Saden [3] and Rowley 
and Payne [4]. El-Saden, using bipolar coordinates, derived a solution 
for the problem of heat conduction in an eccentrically hollow cylinder 
with or without internal heat generation. Rowley and Payne, using 
a class of functions defined by Howland [5], solved the problem of heat 
conduction in a cylinder cooled by a ring of holes. However, they gave 
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Fig. 2 Heat transfer over non-isothermal circular cylinder 

To present some heat transfer results, we consider a horizontal 
circular cylinder with 

S(x) = 1 -0.25 (x/R)2 + 0.125 (x/R)4 (12) 

Upon selecting its radius R as the reference length L, one has 

0 = sin x (13) 

With (12) and (13), one can calculate U, £, A, £ dA/d£, £2 d2A/d£2, 
coi and C02. The A and S functions are shown in Fig. 1. Also shown in 
Fig. 1 is the A function for an isothermal cylinder. 

The heat transfer results calculated from (11) for P r = 0.72 and 100, 
after converting to reference length of cylinder diameter, are shown 
in Fig. 2. Our computer printouts indicate that the series behaves well 
up to x/R = 130 degrees. Beyond this point the present constant 
property analysis, in view of the S curve in Fig. 1, may not be good even 
if the flow is still laminar. 
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Table 2. Wall derivatives of universal functions for Pr = 100 

A 

1.40 
1.20 
1.00 
0.99 
0.98 
0.97 
0.95 
0.93 
0.90 
0.85 
0.80 
0.75 
0.70 
2/3 
0.65 
0.60 
0.57 
0.55 
0.54 
0.53 
0.52 
0.51 
0.50 
0.40 
0.30 
2/7 

F12" (A, 0) 

-0.03732 
-0.03337 
-0.02921 
-0.02900 
-0.02878 
-0.02857 
-0.02814 
-0.02770 
-0.02705 
-0.02594 
-0.02481 
-0.02366 
-0.02249 
-0.02170 
-0.02130 
-0.02008 
-0.01933 
-0.01883 
-0.01857 
-0.01832 
-0.01806 
-0.01781 
-0.01755 
-0.01488 
-0.01202 
-0.01159 

Hw" (A, 0) 

-0.54961 
-0.52917 
-0.50593 
-0.50468 
-0.50341 
-0.50214 
-0.49957 
-0.49695 
-0.49295 
-0.48605 
-0.47882 
-0.47125 
-0.46328 
-0.45773 
-0.45487 
-0.44595 
-0.44032 
-0.43644 
-0.43447 
-0.43246 
-0.43042 
-0.42836 
-0.42626 
-0.40331 
-0.37550 
-0.37098 

F22"(A,0) 

0.01215 
0.01088 
0.00954 
0.00947 
0.00940 
0.00933 
0.00919 
0.00905 
0.00884 
0.00848 
0.00811 
0.00774 
0.00736 
0.00711 
0.00697 
0.00658 
0.00634 
0.00617 
0.00609 
0.00601 
0.00592 
0.00584 
0.00576 
0.00488 
0.00395 
0.00381 

H22" (A, 0) 

0.10807 
0.10401 
0.09940 
0.09915 
0.09891 
0.09865 
0.09814 
0.09763 
0.09683 
0.09547 
0.09404 
0.09255 
0.09097 
0.08988 
0.08931 
0.08755 
0.08644 
0.08568 
0.08529 
0.08489 
0.08449 
0.08408 
0.08367 
0.07915 
0.07368 
0.07279 

F23" (A, 0) 

-0.02517 
-0.02249 
-0.01967 
-0.01953 
-0.01938 
-0.01924 
-0.01895 
-0.01865 
-0.01821 
-0.01746 
-0.01669 
-0.01592 
-0.01513 
-0.01459 
-0.01432 
-0.01350 
-0.01299 
-0.01266 
-0.01248 
-0.01231 
-0.01214 
-0.01197 
-0.01179 
-0.00999 
-0.00807 
-0.00778 

H22' (A, 0) 

-0.44155 
-0.42516 
-0.40652 
-0.40552 
-0.40451 
-0.40349 
-0.40142 
-0.39933 
-0.39612 
-0.39058 
-0.38478 
-0.37870 
-0.37231 
-0.36785 
-0.36556 
-0.35840 
-0.35388 
-0.35077 
-0.34918 
-0.34757 
-0.34593 
-0.34427 
-0.34259 
-0.32416 
-0.30182 
-0.29819 

References 
1 Lin, F. N. and Chao, B. T., "Predictive Capabilities of Series Solutions 

for Laminar Free Convection Boundary Layer Heat Transfer, "ASME JOUR
NAL OF HEAT TRANSFER, Vol. 100,1978, pp. 160-163. 

2 Lin, F. N. and Chao, B. T., "Laminar Free Convection Over Two-Di
mensional and Axisymmetric Bodies of Arbitrary Contour," ASME JOURNAL 
OF HEAT TRANSFER, Vol. 96,1974, pp. 435-442. 

Conduction Shape Factors for 
Certain Multi-Hole Prismatic 
Bars1 

A. K. Naghdi2 

Introduction 
On the basis of the two recent investigations [1, 2], the shape factors 

per unit length for the cases of steady-state heat flow in infinitely long 
cylinders are calculated. Comprehensive and accurate results are 
presented for the following two cases: (o) a circular cylinder with a 
row of equally spaced circular cavities, (b) a rectangular cross-section 
prismatic bar with two symmetrical holes (see Pigs. l(a, b)). In both 
cases it is assumed that the inner and outer temperatures are uniform 
and that the thermal conductivity is a constant. 

Analysis 
In recent years a few authors have investigated the problem of 

steady-state heat conduction in a circular cylinder with one or several 
circular cavities. Among these authors are El-Saden [3] and Rowley 
and Payne [4]. El-Saden, using bipolar coordinates, derived a solution 
for the problem of heat conduction in an eccentrically hollow cylinder 
with or without internal heat generation. Rowley and Payne, using 
a class of functions defined by Howland [5], solved the problem of heat 
conduction in a cylinder cooled by a ring of holes. However, they gave 
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Fig. 2 Heat transfer over non-isothermal circular cylinder 

To present some heat transfer results, we consider a horizontal 
circular cylinder with 

S(x) = 1 -0.25 (x/R)2 + 0.125 (x/R)4 (12) 

Upon selecting its radius R as the reference length L, one has 

0 = sin x (13) 

With (12) and (13), one can calculate U, £, A, £ dA/d£, £2 d2A/d£2, 
coi and C02. The A and S functions are shown in Fig. 1. Also shown in 
Fig. 1 is the A function for an isothermal cylinder. 

The heat transfer results calculated from (11) for P r = 0.72 and 100, 
after converting to reference length of cylinder diameter, are shown 
in Fig. 2. Our computer printouts indicate that the series behaves well 
up to x/R = 130 degrees. Beyond this point the present constant 
property analysis, in view of the S curve in Fig. 1, may not be good even 
if the flow is still laminar. 
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Fig. 1a Circular region with equally spaced circular cavities 

Fig. 1b Rectangular region with two inner circular cavities 

numerical results for the shape factors only in the case of a cylinder 
with two holes. 

The technique of calculation of the temperature field and the shape 
factors in either a circular or a rectangular cross-section bar is based 
upon the derivations of the Green's functions \pc (p, 9, Po, 0o), and \pc 

(£. V, ?o> Vo) in which p, 6, and £, y\ are the positions of any given points, 
and po, 6o and £o> Vo are the locations of the concentrated sources in 
the two different regions. These Green's functions, which automati
cally satisfy a homogeneous outer boundary condition, are then 
multiplied by appropriate functions cos;'0o, and are integrated over 
a small circular path with radius f (see Figs. l(o, b)). This procedure 
gives the following linearly independent eigenfunctions in the form 
of integrals: 

i>i = l£ ic (P, 9, Po, 0o) cos; 0o - d </>0, 

4>i* = <£ fc (£> V, ko, Vo) cos; <po - d 0O-

(1) 

The linear combination of these eigenfunctions, involving certain 
unknown constants, is utilized to form the desired solutions for the 
problems under consideration. The unknown constants are then de
termined through the point-by-point satisfaction of the inner 
boundary condition and the use of the technique of least square error 
[6]. For further details of the analysis the reader is referred to refer

ences [1, 2], 
Numerical results. For simplicity, a dimensionless temperature 

T is defined such that 

7s T~T0 
(2) 

Tt - To 

in which T 0 and T; are the uniform outer and inner surface temper
atures, respectively. In Table 1, the values of T are compared with 
those calculated from the solution given by El-Saden [3] for the case 
of a circular cylinder with one circular cavity. The shape factor per 
unit length S is defined as 

S = -
K(Ti - T0) 

(3) 

in which q is the rate of heat flow per unit length of the cylinder from 
the inner surfaces to the outer surface, and K is thermal conductivity. 
The value of q is found from 

-NKr0 C 
Jo 

2*dT 

dn 
d(j>, (4) 

where N is the number of holes, and n, <t> are the polar coordinates 
measured from the center of each circular cavity [in the rectangular 
case n is the same as r (see Fig. lb)]. Employing the nondimensional 
length n = n/R (or n/a), and making use of relation (3), the shape 
factor per unit length is written as: 

-Nr* — d*. 
o dn 

j . * = . 

Co 

\ro 

(circular cylinder case) 

(rectangular bar case) 

(5) 

Table 1 Comparison of dimensionless temperature T along radial direction 
8 = Oobtained In this investigation with those from El-Saden's work for the 
case T = 1, T = 0 respectively at the Inner and outer circles, r* = 0.14, a0 

= 0.5, N = 1 

r 

~R 
Present Investigation El-Saden 

0.64 
0.73 
0.82 
0.91 
1.0 

0.99999347 
0.63528812 
0.38101403 
0.17692150 

0 

1. 
0.63529751 
0.38100978 
0.17692122 

0 

The integral in relation (5) has been evaluated numerically for the 
cases presented in this investigation. In Table 2, the obtained values 
of S for circular cylinders having one cavity are compared with those 
calculated from the exact solution [3, 7]. In Tables 3-6, the shape 
factors for circular cylinders with 2, 3, 4, and 6 circular cavities are 
given. In each case various r*, and ao = ao/R are considered. In Tables 
7,8,9 the shape factors for rectangular cross-section bars having two 
holes are presented for various r*,c = c/a, and b = b/a. The numerical 
results for the shape factors for the case of a circular cylinder with two 
holes match closely with those given by Rowley and Payne in the form 
of a graph (see [4], page 535). 

Table 2 Comparison of the obtained values of S for circular cylinders having 
one cavity with those calculated from the exact solution 

a0 

0.1 
0.5 

0.125 
0.5 

0.1 
0.65 

Present Investigation 3.1253916 3.5208004 3.6102274 
Calculated from either reference 3.1253914 3.5206015 3.6102235 
[3,7] 
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Table 3 
r* 

a0 

0.50 
0.65 
0.80 

Table 4 

_ r" 
a0 
0.50 
0.65 
0.80 

Table 5 
_ r* 
ao 
0.50 
0.65 
0.80 

Table 6 
r* 

so 
0.50 
0.65 
0.80 

The values of S for circular cylinders with N -
0.100 0.125 

5.656 
6.895 

10.10 

6.316 
7.918 

12.83 

The values of S for circular cylinders with N = 3 
0.100 0.125 

7.446 
9.665 

14.80 

8.250 
11.05 
18.79 

The values of S for circular cylinders with N = 
0.100 0.125 

8.654 
11.89 
19.13 

9.538 
13.53 
24.29 

The values of S for circular cylinders with N = 
0.100 0.125 

10.05 
14.98 
26.58 

11.02 
16.99 
33.81 

0.150 

6.996 
9.046 

17.07 

0.150 

9.086 
12.58 
25.03 

Table 8 
r* 

c 
0.200 
0.225 
0.250 
0.275 

Table 9 
/ • * 

c 
0.200 
0.225 
0.250 
0.275 

0.150 

10.47 
15.38 
32.44 

0.150 

12.08 
19.30 
45.52 

Table 7 The values of S for rectangular section bars with N = 2, b = 0.5 
0.100 0.125 0.150 

c 
0.200 
0.225 
0.250 
0.275 

10.10 
10.57 
11.06 
11.63 

12.53 
13.19 
13.92 
14.84 

15.75 
16.69 
17.81 
19.35 

The values of S for rectangular section bars with N = 2, b -
0.100 0.125 0.150 

0.6 

8.693 
9.178 
9.711 

10.30 

10.46 
11.13 
11.91 
12.90 

12.65 
13.58 
14.73 
16.35 

The values of S for rectangular section bars with N = 2, b = 0.7 
0.100 

7.847 
8.340 
8.897 
9.567 

0.125 

9.293 
9.966 

10.77 
11.80 

0.150 

11.04 
11.96 
13.14 
14.80 
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Force Convection Heat 
Transfer at an Inclined and 
Yawed Square Plate— 
Application to Solar 
Collectors1 

Local Heat Transfer and 
Fluid Flow Characteristics 
for Airflow Oblique or 
Normal to Square Plate2 

Effect of Finite Width on 
Heat Transfer and Fluid 
Flow about an Inclined 
Rectangular Plate3 

B. Nimmo4 and S. Zubair.5 Sparrow, et al. have presented a se
ries of papers covering studies on wind-related film heat transfer 
coefficients with application to solar collectors. In their work, mass 
transfer rates were measured for both square and rectangular plates 
oriented at different angles to an oncoming air stream. Using the 
analogy between heat and mass transfer, it was then possible to arrive 
at correlating equations for the heat transfer coefficient for different 
plate aspect ratios and different angles of attack. It was concluded 
that a single equation would correlate the results within ±10 percent 
for angles of attack between 90 and 25 deg and over an aspect ratio 
range of 0.4 to 2.5. The single correlation, as presented in reference 
[3] is 

j = 0MReL-1'2 (1) 

here, j represents the Colburn j-factor, defined for heat transfer as 

;' = StPr2 '3, St = h/pCpV, Pr = Cpli/k 

The Reynolds number is based on a characteristic length of 4A/C 
where A is the plate surface area and C represents the plate perim
eter. 

1 By E. M. Sparrow and K. K. Tien, published in the July 1977 issue of the 
JOURNAL OF HEAT TRANSFER, pp. 507-512. 

2 By K. K. Tien and E. M. Sparrow, published in Vol. 22, 1979 issue of the 
Internation Journal of Heat and Mass Transfer, pp. 349-359. 

3 By E. M. Sparrow, J. W. Ramsey, and E. A. Mass, published in the April 
1979 issue of the JOURNAL OP HEAT TRANSFER, pp. 199-204. 

4 Solar Program Manager, Research Institute, University of Petroleum and 
Minerals, Dhahran, Saudia Arabia, Mem. ASME. 

5 Research Assistant, Research Institute, University of Petroleum and 
Minerals, Dhahran, Saudia Arabia. 

We would like to make two comments relating to the work of 
Sparrow, et al. First, the range of Reynolds numbersTcbvered in the 
test was 20,000 to 100,000. For a practical solar collector with char
acteristic length of one meter, the upper Reynolds number value re
sults in a wind velocity of only about 2 m/s. In order to include a wider 
range of practical wind speeds, as would be required in practice, one 
must assume the correlating equation (1) holds beyond the range of 
the experimental points. 

The second and perhaps more subtle point relates to the presence 
of natural convection as a heat transfer mechanism for practically 
sized solar collectors. Kreith [4] has shown by dimensional analysis 
of the applicable governing differential equations that natural con
vection will influence the forced convection velocity field (and 
therefore the temperature distribution) if 

Gr/Re2 ^ 1 (2) 

where Gr is the Grashof number. Reference [5] shows that the effect 
of buoyancy on the average heat transfer coefficient for pure forced 
convection over a vertical flat plate will be less than 5 percent if Gr 
< 0.255 Re2. If we take some liberty in applying this criteria to a typical 
(perhaps tilted) collector some feeling for the relative importance of 
natural convection can be achieved. For the case where ambient 
temperature is 20°C, cover plate temperature is 30°C and the char
acteristic length is one meter, the Grashof number has a value of about 
11 X 108. For Reynolds numbers of 20,000 and 100,000, the extreme 
values of the experimental work in [1, 2, 3], the corresonding values 
of the parameter 0.255 Re2 are aproximately 1 X 108 and 25 X 108. It 
seems clear that had the tests been performed over the stated Rey
nolds number range with a full size collector, natural convection would 
have played an important role in the thermal losses from the collector 
at lower velocities. In the experimental work of references [1, 2, 3], the 
characteristic length of the test plate (collector) was on the order of 
0.1m: i.e., relatively small. Since this length appears to the third power 
in the Grashof number, the criteria that Gr « Re2 was satisfied for 
the experiments. It would be difficult to envision an analogous natural 
convection pheomenon with the mass transfer experiments using 
napthalene since it has a relatively high molecular weight compared 
to that of air (about 5 to 1). Examination of equation (1) shows that 
the film heat transfer coefficient has a zero value for a zero value of 
wind velocity, but, as stated, a solar collector will lose heat from its 
top cover by natural convection under such conditions. Inclusion of 
a natural convection component in the equation would increase the 
hw values particularly at the lower Reynolds numbers. 

Additional References 
1 Sparrow, E. M., and Tien, K. K., see footnote 1. 
2 Tien, K. K., and Sparrow, E. M., see footnote 2. 
3 Sparrow, E. M., Ramsey, J. W., and Mass, E. A., see footnote 3. 
4 Kreith, F., Principles of Heat Transfer, 3rd ed., Intet Press, New York, 

1973, pp. 405-407. -
5 Sparrow, E. M. and Gregg, J. L., "Laminar Free Convection from a Ver

tical Plate with Uniform Heat Flux," Trans ASME, Vol. 78, 1956, pp. 435-
440. 
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Authors' Closure 

We believe that our correlating equation can be employed for 
Reynolds numbers substantially higher than the range for which it 
was originally determined, since the boundary layer should remain 
laminar for Re > 100,000. For flow parallel to a flat plate, it is common 
to assume that laminar flow persists up to a Reynolds number of 
500,000. The inclined plates that formed the basis of our correlation 
were characterized by favorable pressure gradients, so that laminar 
flow should persist to Reynolds numbers higher than those for the 
parallel flow case. Thus, for example, we believe that our correlation 
should accommodate wind velocities of at least 10 m/s. 

With regard to natural convection effects, they were not a factor 
in our experiments, not only because of the small characteristic di
mension of the test apparatus but also because of the small density 
differences that characterize naphthalene sublimation. In the case 
of combined-mode heat transfer, it is well known that the contribu
tions of the two modes are not additive.1 For example, for aiding 
forced convection and natural convection flow along a vertical 
plate 

N u ^ ( N u / c
3 - 2 6 + M^c

3-2 6)i«-2 5 

where fc denotes forced convection and nc denotes natural convection. 
Thus, even when Nunc = 0.5 Nu / c , it follows that Nu/Nu / c ^ 1.03. 

1 Churchill, S. W., The Interpretation and Use of Experimental Data, 
McGraw-Hill, New York, 1974. 

The Transition from 
Natural-Convection-
Controlled Freezing to 
Conduction-Controlled 
Freezing1 

G. D. Ashton.2 The research reported was undertaken to provide 
fundamental information about the roles of solid-phase conduction 
and liquid-phase natural convection in determining the rates of 
freezing. In analyzing their results obtained for a particular geometry, 
the authors have introduced two new terms to add to our already 
excessive heat transfer jargon, namely "conduction-controlled 
freezing" and "convection-controlled freezing." The concepts the 
authors are describing by these terms can be better conveyed by 
writing the energy balance equation at the interface in the form 

. ds 
<?s - QL = Pa A — (1) 

at 

and then examining the relative magnitude of the three terms. In 
equation (1), QL is the heat flux to the interface from the liquid and 
represents the influence of convection. qs is the conductive flux away 
from the interface and represents the influence of conduction. ps is 
the density of the material; X is the heat of fusion; and ds/dt is the 
interfacial velocity with a positive value indicating freezing and a 
negative value indicating melting. The authors use the term "natu
ral-convection-controlled freezing" for the case when ds/dt = 0 and 
the convective flux balances the conductive flux, i.e., qs = q^. They 
use the term "conduction-controlled freezing" for the case when q^ 
= 0 and "transitional freezing" for the case when qs > qi but QL > 
0. 

There are several objections to this proposed terminology. First, 
on a local basis, qs and <?L are largely uncoupled since both are de
termined largely by temperature differences relative to the freezing 
(melting) point of the interface and by the geometry of the respective 
domains of conduction or convection. The authors' terminology thus 
refers to the residual of two independent processes. By not relating 
their observations to the simple energy balance condition of equation 
(1), the authors have proposed rather generalized terms for phe
nomena they observed in a highly specific geometry of apparatus that 
are not capable of being easily extrapolated to more general condi
tions, and, in fact, could lead to wrong conclusions when applied to 
other geometries. 

Apparently, the temperature of the liquid was measured. If so, it 
would be useful to have reported the variation of temperature with 
time particularly for the purpose of quantitatively interpreting the 
temperature at which dendritic surface growth begins. Dendritic 
growth is often associated with supercooling of the liquidus. If su
percooling did exist, it is even possible to have gz, < 0. The logical 
extension of the authors' terminology would lead to the rather absurd 
term "convection-augmented freezing." 

1 By E. M. Sparrow, J. W. Ramsey, and J. S. Harris, published in February 
1981 issue of the JOURNAL OF HEAT TRANSFER, Vol. 103, No. 1, pp. 7-12. 

2 Chief, Snow and Ice Branch, U.S. Army Cold Regions Research and Engi
neering Laboratory, Hanover, N.H. 03755. 

Authors' Closure 

We are sorry that Dr. Ashton did not sense our meaning with regard 
to the terms natural-convection-controlled freezing and conduc
tion-controlled freezing. By the former, we meant that natural con
vection plays a significant role in slowing the rate of freezing; i.e., in 
terms of equation (1) of the Discussion, we meant that qi is at least 
as large as qs. The term conduction-controlled freezing was intended 
to describe cases where QL « Qs, but not necessarily zero. 

Journal of Heat Transfer NOVEMBER 1981, VOL. 103 / 825 
Downloaded 20 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Authors' Closure 

We believe that our correlating equation can be employed for 
Reynolds numbers substantially higher than the range for which it 
was originally determined, since the boundary layer should remain 
laminar for Re > 100,000. For flow parallel to a flat plate, it is common 
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tions, and, in fact, could lead to wrong conclusions when applied to 
other geometries. 
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2 Chief, Snow and Ice Branch, U.S. Army Cold Regions Research and Engi
neering Laboratory, Hanover, N.H. 03755. 
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